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• This work:
  • Online Large-Margin Training
  • Millions of parameters
  • Less than 1K sentences for training
Statistical Machine Translation

\[ \hat{e} = \arg\max_{e} w^\top \cdot h(f, e) \]
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Online Training Algorithm
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$m$-best oracles: $O = \{\}_t^T$

$i = 0$

1: for $n = 1, \ldots, N$ do
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3: $C^t \leftarrow \text{best}_k(f^t; w^i)$

4: $O^t \leftarrow \text{oracle}_m(O^t \cup C^t; e^t)$

5: $w^{i+1} = \text{update } w^i \text{ using } C^t \text{ w.r.t. } O^t$

6: $i = i + 1$

7: end for
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- Constrained by m-oracle + k-best.
- “C” to control the amount of updates.
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- Perceptron Training (Liang et al., 2006)
  \[ \alpha = 1 \]

- SGD Training (Tillmann and Zhand, 2006)
  \[ \alpha = \eta L(\hat{e}, e'; e^t) \cdot \max \left( 0, 1 - \left( s^i(f^t, \hat{e}) - s^i(f^t, e') \right) \right) \]
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- Document-BLEU or sentence-BLEU?

\[ \text{BLEU}(E; \hat{E}) = \exp \left( \frac{1}{N} \sum_{n=1}^{N} \log p_n(E, \hat{E}) \right) \cdot \text{BP}(E, \hat{E}) \]

- Our method: compute the difference from an oracle BLEU (Watanabe et al., 2006)

\[ \text{BLEU}({\hat{e}^1, ..., \hat{e}^{t-1}, e', \hat{e}^{t+1}, ..., \hat{e}^T}; E) \]

- Loss by an approximated BLEU \( \approx \) document-wise loss.
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- 0.5M to 14M active features
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Years:
- 2003 (dev)
- 2004
- 2005

Comparison across years and features:
- Surface form shows a significant increase from 2003 to 2005.
- Features like word pairs, target bigram, insertion, and hierarchical show variations across years.
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Two-fold cross validation

<table>
<thead>
<tr>
<th></th>
<th>closed test</th>
<th>open test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NIST</td>
<td>BLEU</td>
</tr>
<tr>
<td>baseline</td>
<td>10.71</td>
<td>44.79</td>
</tr>
<tr>
<td>online</td>
<td>11.58</td>
<td>53.42</td>
</tr>
</tbody>
</table>
Summary

- Online Large-Margin Training (This work)
  - Memorized local update strategy
  - Approximated BLEU
- SGD Training (Tillmann and Zhang, 2006)
  - Precomputed oracles/no real valued features.
- Perceptron Training (Liang et al., 2006)
  - Local update strategy
Conclusion

• Exploited only a small data set for millions of features:
  • Easy to explore alternative features, such as POS/NE etc.

• Future work:
  • Larger data + more features.