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注意
• いろんな言語が混ざっています。

• 基礎的な内容は                  も読んでください。

• このスライドの最新版
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機械翻訳

• モデルを仮定、データからパラメータを学習
• 学習されたモデルでデコード
• ルール翻訳、用例翻訳などの区別は無意味

data

learner

model

decoder

The United Inspection Department 
of Heishantou Port has shortened 
the procedures for leaving and 
entering the territory from originally 
2 - 3 days to 1 day.

黑山头口岸联检部門将原来要二至
三天办完的出入境手续改为一天办
完。



主な問題
•  翻訳をどのような過程でモデル化するか?

• (データ、モデルがあったとして)パラメータの学習法 ?

• (モデル、パラメータがあったとして)デコードの手法 ?

• 翻訳結果の評価法?

• どのようにデータを集めるか? (対象外)
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最先端

• より複雑な構造: 単語、句、木、...

• 効率のよい探索、学習

• 構文解析、機械学習からの応用
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内容

• 統計的機械翻訳の基礎

• 最先端

• 木構造に基づく機械翻訳

• 最適化
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統計的機械翻訳の基礎



内容

• 統計的機械翻訳の枠組み

• 単語アライメント

• 句に基づく機械翻訳

• 自動評価
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X

通信路モデル

処理 Y
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通信路モデル

• 応用技術: 音声認識、OCR、機械翻訳...

+ noise

通信路Y Xencoder decoder
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ŷ = argmax
y

Pr(y|x)

= argmax
y

Pr(x|y)Pr(y)

Pr(x)

= argmax
y

Pr(x|y)Pr(y)
f = 原言語
e =目的言語 ê = argmax

e
Pr(f |e)Pr(e)



翻訳モデル

• 翻訳モデル: 翻訳としての正しさ(adequecy)

• 本チュートリアルの中心

• 言語モデル: 文法エラーの修正、「スタイル」の
統一、流暢さ(fuency)

言語モデル翻訳モデル

ˆ = Pr( | ) Pr( )

(Brown et al., 1990)
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言語モデル

• 目的言語の文の尤度

• ngramで表現

Pr(I do not know) = ?

Pr(I not do know) = ?

W = w1, w2, w3, · · ·wN

p(W ) = p(w1, w2, w3, · · · , wN )

= p(w1)p(w2|w1)p(w3|w1, w2) · · ·
p(wN |w1, w2, w3, · · · , wN�1)
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ngram 言語モデル
• マルコフな仮定:n単語だけ覚えましょう

• Bigram:

• 学習: 最尤推定 + smoothing (Good-

Turing, Witten-Bell, Kneser-Ney etc.)

p(I do not know) = p(I)p(do|I)p(not|do)p(know|not)

13



Larger Data, Better LM

(Brants et al., 2007)
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Figure 4: Perplexities with Kneser-Ney Smoothing
(KN PP) and fraction of covered 5-grams (C5).

7.3 Perplexity and n-Gram Coverage
A standard measure for language model quality is
perplexity. It is measured on test data T = w|T |

1 :

PP (T ) = e
� 1

|T |

|T |

i=1
log p(wi|wi�1

i�n+1) (7)

This is the inverse of the average conditional prob-
ability of a next word; lower perplexities are bet-
ter. Figure 4 shows perplexities for models with
Kneser-Ney smoothing. Values range from 280.96
for 13 million to 222.98 for 237 million tokens tar-
get data and drop nearly linearly with data size (r2 =
0.998). Perplexities for ldcnews range from 351.97
to 210.93 and are also close to linear (r2 = 0.987),
while those for webnews data range from 221.85 to
164.15 and flatten out near the end. Perplexities are
generally high and may be explained by the mix-
ture of genres in the test data (newswire, broadcast
news, newsgroups) while our training data is pre-
dominantly written news articles. Other held-out
sets consisting predominantly of newswire texts re-
ceive lower perplexities by the same language mod-
els, e.g., using the full ldcnews model we find per-
plexities of 143.91 for the NISTMT 2005 evaluation
set, and 149.95 for the NIST MT 2004 set.
Note that the perplexities of the different language

models are not directly comparable because they use
different vocabularies. We used a fixed frequency
cutoff, which leads to larger vocabularies as the
training data grows. Perplexities tend to be higher
with larger vocabularies.
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Perplexities cannot be calculated for language
models with Stupid Backoff because their scores are
not normalized probabilities. In order to neverthe-
less get an indication of potential quality improve-
ments with increased training sizes we looked at the
5-gram coverage instead. This is the fraction of 5-
grams in the test data set that can be found in the
language model training data. A higher coverage
will result in a better language model if (as we hy-
pothesize) estimates for seen events tend to be bet-
ter than estimates for unseen events. This fraction
grows from 0.06 for 13 million tokens to 0.56 for 2
trillion tokens, meaning 56% of all 5-grams in the
test data are known to the language model.
Increase in coverage depends on the training data

set. Within each set, we observe an almost constant
growth (correlation r2 ≥ 0.989 for all sets) with
each doubling of the training data as indicated by
numbers next to the lines. The fastest growth oc-
curs for webnews data (+0.038 for each doubling),
the slowest growth for target data (+0.022/x2).

7.4 Machine Translation Results
We use a state-of-the-art machine translation system
for translating from Arabic to English that achieved
a competitive BLEU score of 0.4535 on the Arabic-
English NIST subset in the 2006 NIST machine
translation evaluation8 . Beam size and re-ordering
window were reduced in order to facilitate a large

8See http://www.nist.gov/speech/tests/mt/
mt06eval official results.html for more results.
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Better LM, Better MT
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ceive lower perplexities by the same language mod-
els, e.g., using the full ldcnews model we find per-
plexities of 143.91 for the NISTMT 2005 evaluation
set, and 149.95 for the NIST MT 2004 set.
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ments with increased training sizes we looked at the
5-gram coverage instead. This is the fraction of 5-
grams in the test data set that can be found in the
language model training data. A higher coverage
will result in a better language model if (as we hy-
pothesize) estimates for seen events tend to be bet-
ter than estimates for unseen events. This fraction
grows from 0.06 for 13 million tokens to 0.56 for 2
trillion tokens, meaning 56% of all 5-grams in the
test data are known to the language model.
Increase in coverage depends on the training data

set. Within each set, we observe an almost constant
growth (correlation r2 ≥ 0.989 for all sets) with
each doubling of the training data as indicated by
numbers next to the lines. The fastest growth oc-
curs for webnews data (+0.038 for each doubling),
the slowest growth for target data (+0.022/x2).

7.4 Machine Translation Results
We use a state-of-the-art machine translation system
for translating from Arabic to English that achieved
a competitive BLEU score of 0.4535 on the Arabic-
English NIST subset in the 2006 NIST machine
translation evaluation8 . Beam size and re-ordering
window were reduced in order to facilitate a large

8See http://www.nist.gov/speech/tests/mt/
mt06eval official results.html for more results.
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(Brants et al., 2007)
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内容

• 統計的機械翻訳の枠組み

• 単語アライメント

• 句に基づく機械翻訳

• 自動評価
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翻訳モデル

• 「単語アライメント」に基づく翻訳モデル

• Model 1 (Brown et al., 1993):

• どのようにP(f|e)を表現するか

• どのようにP(f|e)を推定するか

f = je ne sais pas
e = I do not know

Pr(f |e) =??
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アライメントの表現

• P(f|e) を分解: P(f,a|e)

•  “a”: 原言語と目的言語との単語単位のマッピング

• “a”の数?

Pr(f |e) =
�

a

Pr(f ,a|e)

a = {(1 � 1), (2 � 3), (3 � 4), (4 � 3)}

2|e|�|f |
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一対多の近似

• fの各単語がeの一単語へと対応

• 特殊なNULLがeにあると仮定

• “a”の数? (| |+ 1)| |

= {1, 3, 4, 3}

0 1 2 3 4

1 2 3 4

= fm
1 = f1, f2, f3, · · ·

= el0 = e0, e1, e2, e3, · · ·
= am1 = a1, a2, a3, · · ·

19



さらに分解: Model 1
Pr(f |e) =

�

a

Pr(f ,a|e)

=
�

a

Pr(f |a, e)Pr(a|e)

= Pr(m|e)
�

a

Pr(f |a, m, e)Pr(a|m, e)

� �
�

a

m�

j=1

t(fj |eaj )
1

(l + 1)m

0 1 2 3 4

1 2 3 4

� � t(je1|I1) � t(ne2|not3)
� t(sais3|know4) � t(pas4|not3)
� 1

54

• “a”の一例:
s.t.∀e :

∑

f

t(f |e) = 1

20



推定: Model 1

• (f, e)から成る対訳データ:

• データの尤度: 

• データの対数尤度を最大化するパラメータΘを
学習:

• Model 1では、Θ = t(f | e)のテーブル

D = 〈F , E〉
∏

〈f ,e〉∈D

Pr(f |e)

θ̂ = argmax
θ

∑

〈f ,e〉∈D

logPθ(f |e)
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EMアルゴリズム: Model 1
• ある“a”に対して、回数を列挙 

• EMアルゴリズム: t(f|e) による“fractional counts” 

0 1 2 3 4

1 2 3 4

t(je|I) =
count(je, I)�
f count(f, I)

0 1 2 3 4

1 2 3 4

t(je|I) =
count(je, I; �)�
f count(f, I; �)
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Model 1

• Generative story: Model 1

• fの各単語は、eから生成

a1 a2 a3 a4

t(f |e) � 1

l + 1

(Brown et al., 1993)
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Model 2

• Model 1と同様に生成+アライメント確率

a1 a2 a3 a4

t(f |e) � a(i|j, m, l)

(Brown et al., 1993)
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HMM Model

• アライメント確率は、一つ前の生成に依存
a1 a2 a3 a4

t(f |e) � a(i � i�|m, l)

(Och and Ney, 2003)
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Model 3-5

• Model 1やModel 2、HMMと全く異なる

• fertilityにより、明示的に一対多の関係を表現

• 動的計画法(Dynamic Programming)が使えない

ne saispasje

I do not know

I not knownot

ne sais pasje

not knownotI

fertility

NULL insertion

translation

distortion
(Brown et al., 1993)

26



他にも...(教師なし学習)
• 一対多の制約を無くしたい

• ヒューリスティック(Och and Ney, 2003; Koehn et al., 

2003)

• 学習中に制約(Liang et al., 2006; Ganchev et al., 2008)

• Fertilityのモデル化(Zhao and Gildea, 2010; Lin and Bilmes, 

2011)

• 統語論的な制約(DeNero and Klein, 2007; Pauls et al., 

2010)

• 大量の素性(Berg-Kirkpatrick et al., 2010; Dyer et al., 2011)
27



内容

• 統計的機械翻訳の枠組み

• 単語アライメント

• 句に基づく機械翻訳

• 自動評価
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なぜ、句?

• フレーズ機械翻訳、句に基づく機械翻訳(Koehn et 

al., 2003)

• 「句」を翻訳の単位に使うと、

• 多対多の単語アライメント + 句内部の局所的な並
び替え

• 局所的なコンテキスト + 統語的に分解不可能な句

29



句に基づくモデル

• Generative story:

• fを句へと分解 + 各句を翻訳 + 並び替え

30

ウィンドー の 品物 を 見せ て下さい



句に基づくモデル

• 複数の素性h(e, Φ, f)をlog-linearに組み合わせ、
最大化

• Φ: (f, e)の句単位の分割

• w: 各素性の重み付け

ê = argmax
e

exp
�
w� · h(e, �, f)

�
�

e�,�� exp (w� · h(e�, ��, f))

= argmax
e

w� · h(e, �, f)
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Questions

• 学習: 句とパラメータをどのように学習するか
(Φ and h)? 

• デコード(探索): どのようにして最適な翻訳を
みつけるか(argmax)? 

• チューニング (最適化): どのようにして重み付
けをするか(w)?

32

ê = argmax
e

w� · h(e, �, f)



学習
•                からフーレーズペア Φ を学習

• 標準的なヒューリスティックな手法

• 単語アライメントの計算

• フレーズペアの抽出

• フレーズペアのスコアリング

D = 〈F , E〉

33
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単語アライメント

(Example from Huang and Chiang, 2007)
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フレーズペアの抽出

• 一貫した句(単語アライメントが閉じて
いる句)を抽出 35



網羅的に抽出

36



句に対応した素性

• データから全ての句を抽出

• 頻度に基づく、最尤推定

• 二方向の素性を使用

log p�(f̄ |ē) = log
count(ē, f̄)�
f̄ � count(ē, f̄ �)

log p�(ē|f̄) = log
count(ē, f̄)�
ē� count(ē�, f̄)
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アライメントに基づく素性

• 単語アライメントモデルに基づくスコア

• 低頻度な句に対してもスコアを割り当てる

log plex(f̄ |ē, ā) = log

|ē|�

i

1

| {j|(i, j) � ā} |
�

�(i,j)�ā

t(ei|fj)

log plex(ē|f̄ , ā) = log

|f̄ |�

j

1

| {i|(j, i) � ā} |
�

�(j,i)�ā

t(fj |ei)
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• 距離に基づく素性

+2

±0

-5

d(f , �, e) = | + 2| + |0| + | � 5| = 7
39

並び替え素性



並び替え素性

• 各句ごとの並び替え素性:

• monotone, swap, discontinuous

log po(o � {m, s, d} |f̄ , ē)

d

m

d
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他の素性

• (複数の) 言語モデル

• 単語数: 言語モデルに対するバイアス

• 句の数: 「長い」あるは「短い」句を使用

41



Questions

• 学習: 句とパラメータをどのように学習するか
(Φ and h)? 

• デコード(探索): どのようにして最適な翻訳を
みつけるか(argmax)? 

• チューニング (最適化): どのようにして重み付
けをするか(w)?

42

ê = argmax
e

w� · h(e, �, f)



フレーズペアの列挙

• 入力文fに対し、原言語側がマッチする句を列挙

• 最もよい、フレーズペアの選択 + 並び替え

bushi yu shalong juxing le huitan

Bush and

with

Sharon

held

held a talk

talkshold

with Sharon

Bush and

talked

meeting
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フレーズベースな探索空間

• ノード: 翻訳された原言語の単語位置を表すbit-vector

• エッジ: left-to-rightに組み合わされる目的言語側の句

• 探索空間: O(2n)、時間: O(2nn2) (Why?)

bushi yu shalong juxing le huitan

------

Bush held a talk

Sharon

●----- ●--●●●

●-●●●●

with
●●-●●●

Sharon
--●---

held
--●●●-

and

talks
--●●●● Bush
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巡回セールスマン問題
• NP-hard problem:各都市を一度だけ訪れる

• 巡回セールスマン問題としてのMT(Knight, 1999)

• 原言語の各単語 = 都市

• 動的計画法(DP)による解:

• State: 訪れた都市 (bit-vector)

• 探索空間: O(n2)

• 探索空間を小さくするため、並び替えに制約
●----- ●----●i.e. long distortion:
45



局所的でない素性

• フレーズに閉じていない素性: bigram言語モデル

• 「将来のスコアの計算」のために、一単語保持

• m-gram LM: 探索空間: O(2n Vm-1), 時間: O(2nVm-1n2) 

------:<s>

Bush
held a talk

●-----:Bush ●--●●●:talk

Sharon
--●---:Sharon held --●●●-:held

●--●●-:held
held

p(&YWL|�W�)

p(LIPH|&YWL)

p(7LEVSR|�W�)
p(LIPH|7LEVSR)

p(LIPH|&YWL)p(E|LIPH)p(XEPO|E)
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フレーズベースなデコーディング

• 探索空間を「翻訳された単語数 = cardinality」で
グループ化

• 小さいcardinalityを持つ仮説から展開

------

●-----

●--●●●--●---

--●●●-

●--●●-

-----●
-----●

---●-- --●--●

●----●
●--●--

--●--●
●----●

--●●●-

--●●-●

●--●-● ●--●●●
●-●-●●
●-●●●-
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プルーニング

• 同じグループの仮説内部でプルーニング

• 数あるいはスコアによるプルーニング
• O(2n)の項をO(nb)へ縮小

------

●-----

●--●●●--●---

--●●●-

●--●●-

-----●
-----●

---●-- --●--●

●----●
●--●--

--●--●
●----●

--●●●-

--●●-●

●--●-● ●--●●●
●-●-●●
●-●●●-
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Questions

• 学習: 句とパラメータをどのように学習するか
(Φ and h)? 

• デコード(探索): どのようにして最適な翻訳を
みつけるか(argmax)? 

• チューニング (最適化): どのようにして重み付
けをするか(w)?
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ê = argmax
e

w� · h(e, �, f)



チューニング

• MERT (Minimum Error Rate Training) (Och, 2003)

• 統計的機械翻訳では標準(でも他のNLPなタスクでは
使われない)

• l(.)に対して、様々なエラー関数を使用可能(BLEU)

• ∑に対して、エラー関数に特有な操作が可能
(BLEU)

• 10+程度の整数値の素性
50

ŵ = argmin
w

S∑

s=1

!(argmax
e

w! · h(e, fs), es)



MERT

• 制約なし最小化: Powell法 、Downhill-Simplex法

• wを更新するたびに、argmaxを計算し直さな
いといけない

• n-bestにより、eの空間を近似 (Och and Ney, 

2002)
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!(argmax
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n-best 結合による近似

• 現在のwでn-bestを生成、結合(N回)

• M次元(M = 素性の数)の各次元に対して、最適
化、wを更新(K回)

1: procedure MERT({(es, fs)}S
s=1)

2: for n = 1...N do
3: Decode and generate nbest list using w
4: Merge nbest list
5: for k = 1...K do
6: for each parameter m = 1...M do
7: Solve one dimensional optimization
8: end for
9: update w

10: end for
11: end for
12: end procedure

52



Line Searchによる効率化

• 一つの次元を選択した場合、その仮説を「線」として
見なせる

• 「線」の集合から、凸包(convex hull)を計算

wm

sc
or

e

wm

er
ro

r
ê = argmax

e
w!

m · hm(e, fs)︸ ︷︷ ︸
slope

+w!
m · hm (e, fs)︸ ︷︷ ︸

constant
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エラー曲線
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Figure 1: Shape of error count and smoothed error count for two different model parameters. These curves
have been computed on the development corpus (see Section 7, Table 1) using alternatives per source
sentence. The smoothed error count has been computed with a smoothing parameter .

and try to find a better scoring point in the param-
eter space by making a one-dimensional line min-
imization along the directions given by optimizing
one parameter while keeping all other parameters
fixed. To avoid finding a poor local optimum, we
start from different initial parameter values. A major
problem with the standard approach is the fact that
grid-based line optimization is hard to adjust such
that both good performance and efficient search are
guaranteed. If a fine-grained grid is used then the
algorithm is slow. If a large grid is used then the
optimal solution might be missed.

In the following, we describe a new algorithm for
efficient line optimization of the unsmoothed error
count (Eq. 5) using a log-linear model (Eq. 3) which
is guaranteed to find the optimal solution. The new
algorithm is much faster and more stable than the
grid-based line optimization method.

Computing the most probable sentence out of a
set of candidate translation (see
Eq. 6) along a line with parameter
results in an optimization problem of the following

functional form:

(8)

Here, and are constants with respect to .
Hence, every candidate translation in corresponds
to a line. The function

(9)

is piecewise linear (Papineni, 1999). This allows us
to compute an efficient exhaustive representation of
that function.
In the following, we sketch the new algorithm

to optimize Eq. 5: We compute the ordered se-
quence of linear intervals constituting for ev-
ery sentence together with the incremental change
in error count from the previous to the next inter-
val. Hence, we obtain for every sentence a se-
quence which denote the
interval boundaries and a corresponding sequence
for the change in error count involved at the corre-
sponding interval boundary .
Here, denotes the change in the error count at

(Och, 2003)54



MERTの現実
• ランダムな初期値 (Macherey et al., 2008; Moore and 

Quirk, 2008)

• ランダムな方向 (Macherey et al., 2008)

• エラーの統計量のスムージング (Cer et al., 2008)

• Regularization(Hayashi et al., 2009)

• Forest/LatticeからのMERT(Macherey et al., 2008; Kumar 

et al., 2009)

• 凸包を計算、その後最適化 (Galley and Quirk, 2011)

• 最低3回MERT、平均BLEUを報告しなさい(Clark et al., 

2011)(そんなアホな)
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Answered?

• 文法のないモデル(でも結構頑健)

• 高速なデコーディング

• なぜMERT? (整数値を使った素性に結構強い)
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内容

• 統計的機械翻訳の枠組み

• 単語アライメント

• 句に基づく機械翻訳

• 自動評価
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評価: ngramの適合率

• I 'd like to stay there for five nights , from October twenty 
fifth to the thirtieth .

• I want to stay for five nights , from October twenty fifth to 
the thirtieth .

• I 'd like to stay for five nights , from October twenty fifth to 
the thirtieth .

• I would like to reserve a room for five nights , from October 
twenty fifth to the thirtieth .

Well , I 'd like to stay five nights beginning 
October twenty-fifth to thirty .
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評価: ngramの適合率

• I 'd like to stay there for five nights , from October twenty 
fifth to the thirtieth .

• I want to stay for five nights , from October twenty fifth to 
the thirtieth .

• I 'd like to stay for five nights , from October twenty fifth to 
the thirtieth .

• I would like to reserve a room for five nights , from October 
twenty fifth to the thirtieth .

Well , I 'd like to stay five nights beginning 
October twenty-fifth to thirty .

p1 =
11

15
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評価: ngramの適合率

• I 'd like to stay there for five nights , from October twenty 
fifth to the thirtieth .

• I want to stay for five nights , from October twenty fifth to 
the thirtieth .

• I 'd like to stay for five nights , from October twenty fifth to 
the thirtieth .

• I would like to reserve a room for five nights , from October 
twenty fifth to the thirtieth .

Well , I 'd like to stay five nights beginning 
October twenty-fifth to thirty .

p1 =
11

15
p2 =

5

14
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評価: ngramの適合率

• I 'd like to stay there for five nights , from October twenty 
fifth to the thirtieth .

• I want to stay for five nights , from October twenty fifth to 
the thirtieth .

• I 'd like to stay for five nights , from October twenty fifth to 
the thirtieth .

• I would like to reserve a room for five nights , from October 
twenty fifth to the thirtieth .

Well , I 'd like to stay five nights beginning 
October twenty-fifth to thirty .

p1 =
11

15
p2 =

5

14
p3 =

3

13
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評価: ngramの適合率

• I 'd like to stay there for five nights , from October twenty 
fifth to the thirtieth .

• I want to stay for five nights , from October twenty fifth to 
the thirtieth .

• I 'd like to stay for five nights , from October twenty fifth to 
the thirtieth .

• I would like to reserve a room for five nights , from October 
twenty fifth to the thirtieth .

Well , I 'd like to stay five nights beginning 
October twenty-fifth to thirty .

p1 =
11

15
p2 =

5

14
p4 =

2

12
p3 =

3

13
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評価: BLEU

• 重み付け適合率(Papineni et al., 2002)

• brevity penalty:短すぎる文に対するペナルティー

• r = 参照訳の長さ, c = 翻訳の長さ

• 複数の参照役の場合、cに「近い、短い」長さ

• ドキュメント全体に対するスコア

exp

�
N⇤

n=1

wn log pn +min(1� r

c
, 0)

⇥
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なぜBLEU?

• 標準的な評価尺度として10年以上: BLEUと共にSMTは発展

• ngramなので扱いやすい

• 文に対して非線形な分解(必ずコーパス単位にスコアを
計算、最適化困難)

• BP問題(Chiang et al., 2009):ある文で長い翻訳を生成して
も、他の文で短い翻訳を生成しても同じペナルティー

• 他にも: NIST(Doddington, 2002), METEOR(Banerjee and 

Lavie, 2005), TER(Snover et al., 2006), RIBES(Isozaki et al., 
2010) etc.
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統計的機械翻訳の最先端



内容
• 木構造に基づく機械翻訳
• 背景: CFG, hypergraph, deductive system

• 同期文脈自由文法 (synchronous-CFG)

• 同期文法: {string,tree}-to-{string,tree}

• 二言語の構文解析(biparsing)

• 同期から非同期
• 最適化
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背景: CFG

• 構文解析 = CFGと文字列(正規文
法)との交差(intersection)

S � NP VP

NP � NNP

NP � NP PP

NP � DP NN

NP � DT NN

VP � VBD NP

NNP � Bush

VBD � held
...
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構文解析: CKY

• O(n3) : 各長さn、各位置i、各ルール X → Y Z、
各分岐点k

• (Bottom-up) topological order

2,4 4,6

2,6

2,4 4,6

2,6

2,4 4,6

2,6

i,k k,j

i,j

i,k k,j

i,j

X � Y Z
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Hypergraph

• グラフの一般化:

• h(e): 超辺 (hyperedge) eのheadノード、T(e): 超辺eのtailノード、
arity = |T(e)|

• 超辺 =インスタンス化されたルール

• and-or グラフとしても表記可能

0,6

0,1

0,1

1,6

1,2 2,6

e = � 1,6� �� �
h(e)

, { 1,2, 2,6}� �� �
T (e)

�

1,6

�

1,2 2,6

(Klein and Manning, 2001)
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Deductive System

• 構文解析アルゴリズムは、演繹法(deduction system)で記述可
能

•  公理(axiom)から始め、goalへたどり着くまで推論規則を適用

• 前件(antecedent)が証明されたら、その後件(consequent)が証
明される

• 推論規則の導出 = 超辺

.
.

..VP1,6

.
.

.
.

.
..VBD1,2 .

..NP2,6

antecedents︷ ︸︸ ︷
VBD1,2 NP2,6

VP1,6︸ ︷︷ ︸
consequent

VP[i,j] → VBZ[j,k] NP[i,k]

(Shieber et al., 1995)
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Packed Forest

• ノードを共有することにより、複数の導出を
コンパクトに表現

• 一つの導出 = 木

(Klein and Manning, 2001; Huang and Chiang, 2005)

VBD1,2
NP2,4 PP4,6

NP2,6

VP1,6

VBD1,2 NP2,4 PP4,6

VP1,6

1,6

1,2 2,6

2,4 4,6

1,6

1,2 2,6

2,4 4,6
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Summary of Formalisms
hypergraph AND/OR 

graph
CFG deductive 

system
vertex OR-node symbol item

source-vertex leaf OR-node terminal axiom

target-vertex root OR-node start symbol goal item

hyperedge AND-node production instantiated 
deduction

〈v, {u1, u2}〉 v → u1 u2
u1 u2

v
v

�

u1 u2
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Weight and Semiring

• WFSTのように、各超辺にweightを関連付ける

• ⊗ : extension (multiplicative), ⊕ : summary (additive)

73

VP
w1� VBD NP

NP
w2� NP PP

.

.

..NP2,6 : w2 � a � b

.
.

.
.

.
..NP2,4 : a

.
..PP4,6 : b

NP2,4 : a PP4,6 : b

NP2,6 : w2 ⊗ a⊗ b
: w2

.

.

..VP1,6 : w1 � c � d

.
.

.
.

.
..VBD1,2 : c

.
..NP2,6 : d

VBD1,2 : c NP2,6 : d

VP1,6 : w1 ⊗ c⊗ d
: w1



• 超辺の各weightは、その前件のノードに依存(non-

monotonic)

• 一つの導出のweight = 超辺の各weightの積

• あるノードのweightは、それを含む導出のweightの和

v

u1 u2
u3 u4

e1 e2

d(v) = (w(e1, u1, u2)⇥ d(u1)⇥ d(u2))

� (w(e2, u3, u4)⇥ d(u3)⇥ d(u4))

Weight and Semiring
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Semirings

75

semiring K ⊕ ⊗ 0 1
Viterbi [0,1] max × 0 1

Real R + x 0 1

Log R logsumexp + +∞ 0

Tropical R min + +∞ 0

Expectation <P,R>
<p1⊕p2, 
r1⊕r2>

<p1⊗p2, 
p1⊗r2⊕p2⊗r1>

<0,0> <1,0>

K = �K, �, �,0,1�



まとめ

• 「構文解析」に関する復習(注意: あくま
でも機械翻訳のチュートリアルです)

• CFG, parsing, hypergraph, deductive 
system, weight, semiring
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内容
• 木構造に基づく機械翻訳
• 背景: CFG, hypergraph, deductive system

• 同期文脈自由文法 (synchronous-CFG)

• 同期文法: {string,tree}-to-{string,tree}

• 二言語の構文解析(biparsing)

• 同期から非同期
• 最適化
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同期文脈自由文法

• d: 同期文脈自由文法(synchronous-CFG、SCFG)と入
力との交差による導出

1

2

を⅏

3

4

₝㼨爨

⃍嫛 5

ℕ↩店

1

2 3

5 4

1

2

を⅏

3

4

₝㼨爨

⃍嫛 5

ℕ↩店

1

2 3

5 4

1

2

を⅏

3

4

₝㼨爨

⃍嫛 5

ℕ↩店

1

2 3

5 4

1

2

を⅏

3

4

₝㼨爨

⃍嫛 5

ℕ↩店

1

2 3

5 4

1

2

を⅏

3

4

₝㼨爨

⃍嫛 5

ℕ↩店

1

2 3

5 4

1

2

を⅏

3

4

₝㼨爨

⃍嫛 5

ℕ↩店

1

2 3

5 4

78

(Chiang, 2007)
ê = argmax

e

exp
�
w� · h(e, d, f)

�
�

e�,d� exp (w� · h(e�, d�, f))

= argmax
e

w� · h(e, d, f)



同期文脈自由文法: Model

• SとXという２つのカテゴリーのみ (Chiang, 2007)

• あるいは統語解析のカテゴリーを使用(Zollman 

and Venugopal, 2006)

VP �
�
VBD 1 NP 2 , NP 2 VBD 1

�

NP �
�
NP 1 PP 2 , NP 1 PP 2

�

VP �
�
VBD 1 NP 2 PP 3 , NP 2 PP 3 VBD 1

�

�
�

1 2 , 1 2

�

�
�

1 , 1

�

�
�

1 ⃍嫛 2 , 2 1

�

�
�
₝㼨爨,

�
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ルールの抽出

• Hiero文法: 句の抽出 + 小さい句で「穴」(Chiang, 2007)

を⅏ ₝ 㼨爨⃍嫛 ℕ ↩店

(Example from Huang and Chiang, 2007)

�
�

1 2 ℕ↩店, 2 1

�

〈
, ⃍嫛

〉

〈 ,
₝㼨爨⃍嫛ℕ↩店

〉

〈
,₝㼨爨

〉
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統語論的なカテゴリー

• SAMT: 原言語あるいは目的言語のカテゴリーをコ
ピー(Zollman and Venugopal, 2006)

を⅏ ₝ 㼨爨⃍嫛 ℕ ↩店

PP

VP
VBD

NP

〈 ,
₝㼨爨⃍嫛ℕ↩店

〉

〈
, ⃍嫛

〉

〈
,₝㼨爨

〉

VP →VBD a talk PP, PP VBD 了 会谈

VBD+NP
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ルールの列挙

• 句に基づく機械翻訳同様、可能なルールを列挙

• + glue rules

を⅏ ₝ 㼨爨⃍嫛 ℕ ↩店
1 2 ℕ↩店 2 1

1 2 ↩店 2 1

1 2 ↩店 2 1

1 ⃍嫛 2 2 1

1 ⃍嫛ℕ 2 2 1

₝㼨爨 1 1

₝ 1 2 2 1

�
�

1 2 , 1 2

�

�
�

1 , 1

�
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同期文脈自由文法:構文解析

• 原言語側で構文解析、目的言語側で翻訳森
を生成

bushi

yu shalong

juxing

le huitan

X4,6

X1,6

X0,6

X3,4

Bush
with Sharon

talks

X0,1 X1,3

� � 1 2 ,

2 1 �

X3,4 X1,3

hold

X4,6X0,1

X1,6

held
a talk

X0,6

� � 1 2 ,

2 1 �
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• SCFGによるデコーディング(Chiang, 2007)

• 原言語側で単言語構文解析

• 交差したルールの目的言語側で翻訳森を
生成

• 翻訳森から最適な導出を求める(Huang 

and Chiang, 2005)

• 計算量: O(n3) = 単言語CKY
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局所的でない素性

• スパンの外側の情報が必要(例、bigram LM)

X1,6

X1,3X4,6

with Sharon
and Sharon
Sharon with
Sharon and

a talk
talks
meeting
meetings

� � 1 2 ,

2 1 �

held a talk with Sharon
held talks with Sharon
held a talk and Sharon
held meeting Sharon with

p(talk | a) p(Sharon | with)
p(Sharon | and)
p(with | Sharon)
p(and | Sharon)

境界にある単語に
関して更新
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Bigram素性

• bigramに必要な情報を保持:2単語(why?)

X1,6

X1,3X4,6

with * Sharon
and * Sharon
Sharon * with
Sharon * and

a * talk
talks
meeting
meetings

� � 1 2 ,

2 1 �

held * Sharon
held * Sharon
held * Sharon
held * with
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Language Model Scoring
• 各仮説に二つのコンテキストを保持:

• Prefix:将来計算されるngram

• Suffix: 将来のngramの計算のためのコンテ
キスト (i.e. フレーズベースMT)

• 計算量: O(n3V2(m-1))

• 非常に非効率: T(e)からたどれる、前件の全
ての組み合わせを考慮

87



• SCFGによるデコーディング(Chiang, 2007)

• 原言語側で単言語構文解析

• 交差したルールの目的言語側で翻訳森を
生成

• 翻訳森から最適な導出を求める(Huang 

and Chiang, 2005)

• 計算量: O(n3) = 単言語CKY
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Forest Rescoring

+ 非局所的な素性によるリスコア



Cube Pruning

• 各超辺に対して、前件の組み合わせを表した“cube” を作
成(Huang and Chiang, 2007)

� � 1 2 ,

2 1 �

2.5 2.7 3.6 4.2

2.8 3.0 3.9 4.5

3.7 3.9 4.8 5.4

4.1 4.3 5.2 5.8

a * talk

talks

meeting

meetings

with * S
haro

n

and * S
haro

n

Sharo
n * w

ith

Sharo
n * a

nd

1.0

1.3

2.2

2.6

1.5 1.7 2.6 3.2
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Cube Pruning

• Bigramは前件のコンテキストが必要(非局所的な
素性)

� � 1 2 ,

2 1 �

2.5 2.7 3.6 4.2

2.8 3.0 3.9 4.5
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+0.3

+1.0

+1.5

+1.0

+1.5
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Cube Pruning

3.0a * talk

talks

meeting

meetings

with * S
haro

n

and * S
haro

n

Sharo
n * w

ith

Sharo
n * a

nd

1.0

1.3

2.2

2.6

1.5 1.7 2.6 3.2

queue:
k-best:

(0,0)
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• 左上の隅から組み合わせを列挙(min-costを仮定)



Cube Pruning
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Cube Pruning

3.0 3.7

3.1
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Cube Pruning
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Cube Pruning
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Multiple Cubes

• 同じh(e)を持つ超辺を、同じqueueに入れる

• 仮説(cube) = 超辺 + cubeの位置

X3,4 X1,3
X4,6

X1,6

a talk
held

100



Further Faster Decoding
• Cube Growing (Huang and Chiang, 2007)

• bottom upにk個の仮説を列挙するのではなく、
top downで「必要な数だけ」列挙

• Faster Cube Pruning (Gesmundo and Henderson, 2010)

• cubeの列挙の順序を決定的にすることで余分な
「メモリー」を除去(Alg. 2)

• 全ての親が列挙された時のみに展開(Alg. 3)

• Incremental (Huang and Mi, 2010)

• Top-downにデコーディング(Watanabe et al., 2006

と似ている) 101



まとめ
• 同期文脈自由文法: 非終端記号を共有した
ルールの対

• 学習:フレーズベースSMTと同様に学習

• 小さい句は大きい句の非終端記号

• デコード: 原言語側での構文解析

• cube pruningによる効率的な組み合わせの
列挙
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内容
• 木構造に基づく機械翻訳
• 背景: CFG, hypergraph, deductive system

• 同期文脈自由文法 (synchronous-CFG)

• 同期文法: {string,tree}-to-{string,tree}

• 二言語の構文解析(biparsing)

• 同期から非同期
• 最適化
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{Tree,String}-to-{Tree,String}
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• 木構造を持ったルールのペア

• 同期木置換文法(Tree Substitution Grammars)

x1

x2 x3

x5

x6

x4

x7
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Tree-to-String Rules

x1

� x1�

x1

� x1

x1

� x1
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x2 x3

� x1 x3 x2
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x2

� x2 x1105



ルールの抽出

• フレーズのように、「最小ルールペア」を求
める

(Galley et al., 2004)

106



ルールの抽出

• bottom-upにアライメントを伝搬、「スパン」を計
算(内側スパン)

(0)

(4) (5) (1) (1) (3)

(4,5) (1,3)

(1,3,4,5)

(0,1,3,4,5)

(Galley et al., 2004)
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ルールの抽出

• top-downで「補完(complement)」したアライメン
トを計算(外側スパン)

(0)

(4) (5) (1) (1) (3)

(4,5) (1,3)

(1,3,4,5)

(0,1,3,4,5)()

(1,3,4,5) (0)

(0,4,5)(0,1,3)

(0,1,3,4)
(0,1,3,5) (0,1,4,5)

(0,1,3,4,5)(0,1,3,4,5)
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ルールの抽出

• “frontier”: spanとcomplementとの積集合が空集合

(0)

(4) (5) (1) (1) (3)

(4,5) (1,3)

(1,3,4,5)

(0,1,3,4,5)()

(1,3,4,5) (0)

(0,4,5)(0,1,3)

(0,1,3,4)
(0,1,3,5) (0,1,4,5)

(0,1,3,4,5)(0,1,3,4,5)
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ルールの抽出
x1 x1

� x2 x1

110

• “frontier”から最小ルールを抽出
(Galley et al., 2004)



ルールの抽出

�

111

• “frontier”から最小ルールを抽出
(Galley et al., 2004)



ルールの抽出
x1

� x1
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• “frontier”から最小ルールを抽出
(Galley et al., 2004)



ルールの抽出

• 最小ルールを組み合わせ、“compound rules”を
抽出(長いフレーズ)

(Galley et al., 2006)

x1

x2

� x2 x1
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Decoding: String-{String,Tree}

• SCFGと同様なデコード:原言語側の内部の構造を
取り除いたルールでデコード、目的言語側で翻
訳森を生成

x1

� x1

x1

x2

� x2 x1

〈 → 1,
x → x1〉

〈 → 1 2,
x → x2 x1〉
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Decoding: Tree-{String,Tree}

• 入力文を構文解析
• ルールの原言語側でマッチング、目的言語側で翻訳
森を生成

x1

x2 x3

x5

x6

x4

x7

x1

x2 x3

x5

x6

x4

x7

x1

x2 x3

x5

x6

x4

x7

x1

x2 x3

x5

x6

x4

x7

x1

x2 x3

x5

x6

x4

x7

x1

x2 x3

x5

x6

x4

x7

x1

x2 x3

x5

x6

x4

x7

x1

x2 x3

x5

x6

x4

x7

115

(Huang et al., 2006)



• {tree,string}-to-{tree,string}によるデコーディング
(Huang and Chiang, 2007)

• string-to-{tree,sting}: 原言語側で単言語構文解析

• tree-to-{tree,string}:入力文を構文解析、原言語
側で木構造のマッチング

• 交差したルールの目的言語側で翻訳森を生成
• 翻訳森から最適な導出を求める(Huang and 

Chiang, 2005)
116
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Binarization

• 単言語のCNFのように、同期文法のbinarization

• どっちがいいでしょう?
117

(Zhang et al., 2009)

⃍嫛ℕ↩店

₝㼨爨を⅏ ⃍嫛ℕ↩店₝㼨爨

を⅏

⃍嫛ℕ↩店₝㼨爨を⅏



Synchronous Binarization

• SCFGには、CNFがない(rank≥4の場合、必ずしもbinarizeできない)

• shift-reduce アルゴリズム (Zhang et al., 2009)

⃍嫛ℕ↩店

₝㼨爨を⅏ ⃍嫛ℕ↩店₝㼨爨

を⅏

⃍嫛ℕ↩店₝㼨爨を⅏
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Tree or Forest

• tree-to-stringでは、入力文の構文解析誤りに弱い

• 構文解析器から(枝刈りされた)構文解析森を出力

• 森から翻訳、あるいは、森から文法獲得
119

(Mi et al., 2008)



森から翻訳

• k-best構文解析木をそれぞれ翻訳するより高速

• 複数の木を効率よく森で表現することにより制度の高い翻訳
120

on target translation. The derivation probability con-
ditioned on 1-best tree, P(d | T ), should now be
replaced by P(d | Hp) where Hp is the parse forest,
which decomposes into the product of probabilities
of translation rules r ⇥ d:

P(d | Hp) =
�

r�d

P(r) (6)

where each P(r) is the product of five probabilities:

P(r) = P(t | s)�4 · Plex(t | s)�5 ·

P(s | t)�6 · Plex(s | t)�7 · P(t | Hp)
�8

.
(7)

Here t and s are the source-side tree and target-
side string of rule r, respectively, P(t | s) and
P(s | t) are the two translation probabilities, and
Plex(·) are the lexical probabilities. The only extra
term in forest-based decoding is P(t | Hp) denot-
ing the source side parsing probability of the current
translation rule r in the parse forest, which is the
product of probabilities of each parse hyperedge ep

covered in the pattern-match of t against Hp (which
can be recorded at conversion time):

P(t | Hp) =
�

ep�Hp, ep covered by t

P(ep). (8)

4.1 Data preparation
Our experiments are on Chinese-to-English transla-
tion, and we use the Chinese parser of Xiong et al.
(2005) to parse the source side of the bitext. Follow-
ing Huang (2008), we modify the parser to output a
packed forest for each sentence.
Our training corpus consists of 31,011 sentence

pairs with 0.8M Chinese words and 0.9M English
words. We first word-align them by GIZA++ refined
by “diagand” from Koehn et al. (2003), and apply
the tree-to-string rule extraction algorithm (Galley et
al., 2006; Liu et al., 2006), which resulted in 346K
translation rules. Note that our rule extraction is still
done on 1-best parses, while decoding is on k-best
parses or packed forests. We also use the SRI Lan-
guage Modeling Toolkit (Stolcke, 2002) to train a
trigram language model with Kneser-Ney smooth-
ing on the English side of the bitext.
We use the 2002 NIST MT Evaluation test set as

our development set (878 sentences) and the 2005
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Figure 4: Comparison of decoding on forests with decod-
ing on k-best trees.

NIST MT Evaluation test set as our test set (1082
sentences), with on average 28.28 and 26.31 words
per sentence, respectively. We evaluate the transla-
tion quality using the case-sensitive BLEU-4 met-
ric (Papineni et al., 2002). We use the standard min-
imum error-rate training (Och, 2003) to tune the fea-
ture weights to maximize the system’s BLEU score
on the dev set. On dev and test sets, we prune the
Chinese parse forests by the forest pruning algo-
rithm in Section 3.4 with a threshold of p = 12, and
then convert them into translation forests using the
algorithm in Section 3.2. To increase the coverage
of the rule set, we also introduce a default transla-
tion hyperedge for each parse hyperedge by mono-
tonically translating each tail node, so that we can
always at least get a complete translation in the end.

4.2 Results
The BLEU score of the baseline 1-best decoding is
0.2325, which is consistent with the result of 0.2302
in (Liu et al., 2007) on the same training, develop-
ment and test sets, and with the same rule extrac-
tion procedure. The corresponding BLEU score of
Pharaoh (Koehn, 2004) is 0.2182 on this dataset.
Figure 4 compares forest decoding with decoding

on k-best trees in terms of speed and quality. Us-
ing more than one parse tree apparently improves the
BLEU score, but at the cost of much slower decod-
ing, since each of the top-k trees has to be decoded
individually although they share many common sub-
trees. Forest decoding, by contrast, is much faster

197
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森から文法獲得

• k-best構文解析木から獲得するより高速

• 森から文法を学習することにより、よりよい翻訳
121

Our experiments will use both default 1-best decod-
ing and forest-based decoding. As we will see in the
next section, the best result comes when we combine
the merits of both, i.e., using forests in both rule ex-
traction and decoding.
There is also a parallel work on extracting rules

from k-best parses and k-best alignments (Venu-
gopal et al., 2008), but both their experiments and
our own below confirm that extraction on k-best
parses is neither efficient nor effective.

5 Experiments

5.1 System
Our experiments are on Chinese-to-English trans-
lation based on a tree-to-string system similar to
(Huang et al., 2006; Liu et al., 2006). Given a 1-
best tree T , the decoder searches for the best deriva-
tion d� among the set of all possible derivations D:

d� = arg max
d⇥D

�0 log P(d | T ) + �1 log Plm(⇥(d))

+ �2|d| + �3|⇥(d)|
(7)

where the first two terms are translation and lan-
guage model probabilities, ⇥(d) is the target string
(English sentence) for derivation d, and the last two
terms are derivation and translation length penalties,
respectively. The conditional probability P(d | T )
decomposes into the product of rule probabilities:

P(d | T ) =
�

r⇥d

P(r). (8)

Each P(r) is in turn a product of five probabilities:

P(r) =P(r | lhs(r))�4 · P(r | rhs(r))�5

· P(r | root(lhs(r)))�6

· Plex(lhs(r) | rhs(r))�7

· Plex(rhs(r) | lhs(r))�8

(9)

where the first three are conditional probabilities
based on fractional counts of rules defined in Sec-
tion 3.3, and the last two are lexical probabilities.
These parameters �1 . . .�8 are tuned by minimum
error rate training (Och, 2003) on the dev sets. We
refer readers to Mi et al. (2008) for details of the
decoding algorithm.
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Figure 6: Comparison of extraction time and BLEU
score: forest-based vs.1-best and 30-best.

rules from... extraction decoding BLEU
1-best trees 0.24 1.74 0.2430
30-best trees 5.56 3.31 0.2488
forest: pe=8 2.36 3.40 0.2533
Pharaoh - - 0.2297

Table 2: Results with different rule extraction methods.
Extraction and decoding columns are running times in
secs per 1000 sentences and per sentence, respectively.

We use the Chinese parser of Xiong et al. (2005)
to parse the source side of the bitext. Following
Huang (2008), we also modify this parser to out-
put a packed forest for each sentence, which can
be pruned by the marginal probability-based inside-
outside algorithm (Charniak and Johnson, 2005;
Huang, 2008). We will first report results trained
on a small-scaled dataset with detailed analysis, and
then scale to a larger one, where we also combine the
technique of forest-based decoding (Mi et al., 2008).

5.2 Results and Analysis on Small Data

To test the effect of forest-based rule extraction, we
parse the training set into parse forests and use three
levels of pruning thresholds: pe = 2, 5, 8.
Figure 6 plots the extraction speed and transla-

tion quality of forest-based extraction with various
pruning thresholds, compared to 1-best and 30-best
baselines. Using more than one parse tree apparently
improves the BLEU score, but at the cost of much
slower extraction, since each of the top-k trees has to
be processed individually although they share many

212

(Mi and Huang, 2008)



Forest or Binarized Forest

• 構文解析の1-best出力をbinarize:全てのbinarization

およびルールの境界を超えたbinarization
122
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Forest or Binarized Forest

• 構文解析の1-best出力をbinarize:全てのbinarization

およびルールの境界を超えたbinarization

(Zhang et al., 2011)
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Forest or Binarized Forest

• 構文解析の1-best出力をbinarize:全てのbinarization

およびルールの境界を超えたbinarization

(Zhang et al., 2011)
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Binarized Forest

• CYK binarizationの効果大

• 特に構文解析器の構文解析森よりも良い結果

BLEU
rules dev test

no binarization 378M 28.0 36.3
head-out 408M 30.0 38.2
cyk-1 527M 31.6 40.5
cyk-2 803M 31.9 40.7
cyk-3 1053M 32.0 40.6
cyk-� 1441M 32.0 40.3

Table 3: Comparing different source tree binarization
schemes for English-Chinese translation, showing both
BLEU scores and model sizes. The rule counts include
normal phrases which are used at the leaf level during
decoding.

parser that can generate a packed forest. Our fast
deterministic dependency parser does not generate
a packed forest. Instead, we use a CRF constituent
parser (Finkel et al., 2008) with state-of-the-art ac-
curacy. On the standard Penn Treebank test set, it
achieves an F-score of 89.5%. It uses a CYK algo-
rithm to do full dynamic programming inference, so
is much slower. We modified the parser to do hyper-
edge pruning based on posterior probabilities. The
parser preprocesses the Penn Treebank training data
through binarization. So the packed forest it pro-
duces is also a binarized forest. We compare two
systems: one is using the cyk-2 binarizer to generate
forests; the other is using the CRF parser with prun-
ing threshold e�p, where p = 2 to generate forests.1

Although the parser outputs binary trees, we found
cross-bracket cyk-2 binarization is still helpful.

BLEU
dev test

cyk-2 14.9 16.0
parser 14.7 15.7

Table 4: Binarized forests versus parser-generated forests
for forest-to-string English-German translation.

Table 4 shows the comparison of binarization for-
est and parser forest on English-German translation.
The results show that cyk-2 forest performs slightly

1All hyper-edges with negative log posterior probability
larger than p are pruned. In Mi and Huang (2008), the thresh-
old is p = 10. The difference is that they do the forest pruning
on a forest generated by a k-best algorithm, while we do the
forest-pruning on the full CYK chart. As a result, we need more
aggressive pruning to control forest size.

better than the parser forest. We have not done full
exploration of forest pruning parameters to fine-tune
the parser-forest. The speed of the constituent parser
is the efficiency bottleneck. This actually demon-
strates the advantage of the binarizer plus forest-to-
string scheme. It is flexible, and works with any
parser that generates projective parses. It does not
require hand-tuning of forest pruning parameters for
training.

5.5 Synchronous Binarization

In this section, we demonstrate the effect of syn-
chronous binarization for both tree-to-string and
forest-to-string translation. The experiments are on
the English-Chinese data set. The baseline systems
use k-way cube pruning, where k is the branching
factor, i.e., the maximum number of nonterminals on
the right-hand side of any synchronous translation
rule in an input grammar. The competing system
does online synchronous binarization as described in
Section 4 to transform the grammar intersected with
the input sentence to the minimum branching factor
k� (k� < k), and then applies k�-way cube pruning.
Typically, k� is 2.

BLEU
dev test

head-out cube pruning 29.2 37.0
+ synch. binarization 30.0 38.2

cyk-2 cube pruning 31.7 40.5
+ synch. binarization 31.9 40.7

Table 5: The effect of synchronous binarization for tree-
to-string and forest-to-string systems, on the English-
Chinese task.

Table 5 shows that synchronous binarization does
help reduce search errors and find better translations
consistently in all settings.

6 Related Work

The idea of concatenating adjacent syntactic cate-
gories has been explored in various syntax-based
models. Zollmann and Venugopal (2006) aug-
mented hierarchial phrase based systems with joint
syntactic categories. Liu et al. (2007) proposed tree-
sequence-to-string translation rules but did not pro-
vide a good solution to place joint subtrees into con-
nection with the rest of the tree structure. Zhang et
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BLEU
rules dev test

no binarization 378M 28.0 36.3
head-out 408M 30.0 38.2
cyk-1 527M 31.6 40.5
cyk-2 803M 31.9 40.7
cyk-3 1053M 32.0 40.6
cyk-� 1441M 32.0 40.3

Table 3: Comparing different source tree binarization
schemes for English-Chinese translation, showing both
BLEU scores and model sizes. The rule counts include
normal phrases which are used at the leaf level during
decoding.

parser that can generate a packed forest. Our fast
deterministic dependency parser does not generate
a packed forest. Instead, we use a CRF constituent
parser (Finkel et al., 2008) with state-of-the-art ac-
curacy. On the standard Penn Treebank test set, it
achieves an F-score of 89.5%. It uses a CYK algo-
rithm to do full dynamic programming inference, so
is much slower. We modified the parser to do hyper-
edge pruning based on posterior probabilities. The
parser preprocesses the Penn Treebank training data
through binarization. So the packed forest it pro-
duces is also a binarized forest. We compare two
systems: one is using the cyk-2 binarizer to generate
forests; the other is using the CRF parser with prun-
ing threshold e�p, where p = 2 to generate forests.1

Although the parser outputs binary trees, we found
cross-bracket cyk-2 binarization is still helpful.

BLEU
dev test

cyk-2 14.9 16.0
parser 14.7 15.7

Table 4: Binarized forests versus parser-generated forests
for forest-to-string English-German translation.

Table 4 shows the comparison of binarization for-
est and parser forest on English-German translation.
The results show that cyk-2 forest performs slightly

1All hyper-edges with negative log posterior probability
larger than p are pruned. In Mi and Huang (2008), the thresh-
old is p = 10. The difference is that they do the forest pruning
on a forest generated by a k-best algorithm, while we do the
forest-pruning on the full CYK chart. As a result, we need more
aggressive pruning to control forest size.

better than the parser forest. We have not done full
exploration of forest pruning parameters to fine-tune
the parser-forest. The speed of the constituent parser
is the efficiency bottleneck. This actually demon-
strates the advantage of the binarizer plus forest-to-
string scheme. It is flexible, and works with any
parser that generates projective parses. It does not
require hand-tuning of forest pruning parameters for
training.

5.5 Synchronous Binarization

In this section, we demonstrate the effect of syn-
chronous binarization for both tree-to-string and
forest-to-string translation. The experiments are on
the English-Chinese data set. The baseline systems
use k-way cube pruning, where k is the branching
factor, i.e., the maximum number of nonterminals on
the right-hand side of any synchronous translation
rule in an input grammar. The competing system
does online synchronous binarization as described in
Section 4 to transform the grammar intersected with
the input sentence to the minimum branching factor
k� (k� < k), and then applies k�-way cube pruning.
Typically, k� is 2.

BLEU
dev test

head-out cube pruning 29.2 37.0
+ synch. binarization 30.0 38.2

cyk-2 cube pruning 31.7 40.5
+ synch. binarization 31.9 40.7

Table 5: The effect of synchronous binarization for tree-
to-string and forest-to-string systems, on the English-
Chinese task.

Table 5 shows that synchronous binarization does
help reduce search errors and find better translations
consistently in all settings.

6 Related Work

The idea of concatenating adjacent syntactic cate-
gories has been explored in various syntax-based
models. Zollmann and Venugopal (2006) aug-
mented hierarchial phrase based systems with joint
syntactic categories. Liu et al. (2007) proposed tree-
sequence-to-string translation rules but did not pro-
vide a good solution to place joint subtrees into con-
nection with the rest of the tree structure. Zhang et

842
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CFGからの並び替え森

• CFGによる構文解析木にT(e)を並び替えた超辺を追加 (Dyer 

and Resnik, 2010)

• Earleyアルゴリズムによるフレーズペアとの交差 (Dyer, 2010)

• Yamada and Knight (2001)と違い、境界は同期していない
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(Dyer and Resnik, 2010)

Original parse:

Reordering forest:

S

V DT NN

VP

NPsubj

NPobj

John ate an apple

1 1

1

1

1

1

22

2

22

2

S

V DT NN

VP

NPsubj

NPobj

John ate an apple

1 1

1

2

2

2

Figure 3: Example of a reordering forest. Linearization
order of non-terminals is indicated by the index at the tail
of each edge. The isomorphic CFG is shown in Figure 4;
dashed edges correspond to reordering-specific rules.

latent variable in a probabilistic translation model.
By doing this, we only require a parallel corpus of
translations to learn the reordering model. Not only
does this make our lives easier, since ‘reference re-
orderings’ are not necessary, but it is also intuitively
satisfying because from a task perspective, we are
not concerned with values of f

�, but only with pro-
ducing a good translation e.

3.1 A probabilistic translation model with a

latent reordering variable

The translation model we use is a two phase process.
First, source sentence f is reordered into a target-
like word order f

� according to a reordering model
r(f�|f). The reordered source is then transduced into
the target language according to a translation model
t(e|f�). We require that r(f�|f) can be represented by

orderings from word aligned parallel corpora, refer to Tromble
and Eisner (2009).

Original parse grammar: S � NPsubj VP
VP � V NPobj NPobj � DT NN

NPsubj � John V � ate
DT � an NN � apple

Additional reordering grammar rules:
S � VP NPsubj

VP � NPobj V
NPobj � NN DT

Figure 4: Context-free grammar representation of the for-
est in Figure 3. The reordering grammar contains the
parse grammar, plus the reordering-specific rules.

Initialization:

[S� � •S, q0, q0] : 1

Inference rules:

[X � � • x�, q, r] : u

[X � �x • �, q, �(r, x)] : u� w(�(r, x))

[X � � • Y �, q, r]
[Y � •�, r, r] : u

Y
u�� � � G

[X � � • Y �, q, s] : u [Y � �•, s, r] : v

[X � �Y • �, q, r] : u� v

Goal state:
[S� � S•, q0, qfinal]

Figure 5: Weighted logic program for computing the in-
tersection of a weighted FSA and a weighted CFG.

a recursion-free probabilistic context-free grammar,
i.e. a forest as in §2.1, and that t(e|f�) is represented
by a (cyclic) finite-state transducer, as in Figure 2.

Since the reordering forest may define multiple
derivations a from f to a particular f

�, and the trans-
ducer may define multiple derivations d from f

� to
a particular translation e, we marginalize over these
nuisance variables as follows to define the probabil-
ity of a translation given the source:

p(e|f) =
�

d

�

f

�

t(e, d|f�)
�

a

r(f�, a|f) (1)

Crucially, since we have restricted r(f�|f) to have
the form of a weighted CFG and t(e|f�) to be an

861

1

2

1

2

1
2



CFGからの並び替え森

• 並び替えのモデルをMaxEntにて学習

• MERT時には、一つの素性として扱う
127

(Dyer and Resnik, 2010)

Table 1: Corpus statistics

Condition Sentences Source words Target words Reachability
BTEC 44k 0.33M 0.36M 81%

Chinese-English 400k 9.4M 10.9M 25%
Arabic-English 120k 3.3M 3.6M 66%

glish word order that is ungrammatical in Chinese:
PP modifiers in Chinese typically precede the VPs
they modify, and CPs (relative clauses) also typi-
cally precede the nouns they modify. In English, the
reverse is true, and we see that the model has indeed
learned to prefer this ordering. It was not necessary
that this be the case: since our model makes use
of phrases memorized from a non-reordered training
set, it could hav relied on those for all its reordering.
Yet these results provide evidence that it is learning
large-scale reordering successfully.

Feature � note
VP� VE NP 0.995
VP� VV VP 0.939 modal + VP
VP� VV NP 0.895
VP� VP PP� 0.803 PP modifier of VP

VP� VV NP IP 0.763
PP� P NP 0.753

IP� NP VP PU 0.728 PU = punctuation
VP� VC NP 0.598
NP� DP NP 0.538

NP� NP CP� 0.537 rel. clauses follow

我   能     赶上           去   西尔�  ���   的   巴士 �  ?

 I    CAN  CATCH  [NP[CP GO   HILTON  HOTEL  DE]   BUS]   Q   ? 

I  CAN  CATCH  [NP BUS [CP  GO  HILTON  HOTEL  DE]]  Q  ? 

I  CAN  CATCH  [NP BUS [CP  DE  GO  HILTON  HOTEL]]  Q  ? 

I  CAN  CATCH  [NP BUS [CP  GO  HOTEL  HILTON  DE]]  Q  ? 

I  CAN  CATCH  [NP BUS [CP  DE  GO  HOTEL  HILTON]]  Q  ? 

I  CATCH  [NP BUS [CP  GO  HILTON  HOTEL  DE]]  CAN  Q  ? 

Input:

5-best reordering:

(Can I catch a bus that goes to the Hilton Hotel ?)

Figure 6: (Above) The 10 most highly-weighted features
in a Chinese-English reordering model. (Below) Exam-
ple reordering of a Chinese sentence (with English gloss,
translation, and partial syntactic information).

5 Translation experiments

We now consider how to apply this model to a trans-
lation task. The training we described in §3.2 is
suboptimal for state-of-the-art translation systems,
since (1) it optimizes likelihood rather than an MT
metric and (2) it does not include a language model.
We describe how we addressed these problems here,
and then present our results in the three conditions
defined above.

5.1 Training for Viterbi decoding

A language model was incorporated using cube
pruning (Huang and Chiang, 2007), using a 200-
best limit at each node during LM integration. To
improve the ability of the phrase model to match
reordered phrases, we extracted the 1-best reorder-
ing of the training data under the learned reordering
model and generated the phrase translation model so
that it contained phrases from both the original order
and the 1-best reordering.

To be competitive with other state-of-the-art sys-
tems, we would like to use Och’s minimum error
training algorithm for training; however, we can-
not tune the model as described with it, since it has
far too many features. To address this, we con-
verted the coefficients on the reordering features into
a single reordering feature which then had a coef-
ficient assigned to it. This technique is similar to
what is done with logarithmic opinion pools, only
the learned model is not a probability distribution
(Smith et al., 2005). Once we collapsed the reorder-
ing weights into a single feature, we used the tech-
niques described by Kumar et al. (2009) to optimize
the feature weights to maximize corpus BLEU on a
held-out development set.

5.2 Translation results

Scores on a held-out test set are reported in Table 2
using case-insensitive BLEU with 4 reference trans-
lations (16 for BTEC) using the original definition
of the brevity penalty. We report the results of our
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model along with three baseline conditions, one with
no-reordering at all (mono), the performance of a
phrase-based translation model with distance-based
distortion, the performance of our implementation of
a hierarchical phrase-based translation model (Chi-
ang, 2007), and then our model.

Table 2: Translation results (BLEU)

Condition Mono PB Hiero Forest
BTEC 47.4 51.8 52.4 54.1

Chinese-Eng. 29.0 30.9 32.1 32.4

Arabic-Eng. 41.2 45.8 46.6 44.9

6 Related work

A variety of translation processes can be formalized
as the composition of a finite-state representation of
input (typically just a sentence, but often a more
complex structure, like a word lattice) with an SCFG
(Wu, 1997; Chiang, 2007; Zollmann and Venugopal,
2006). Like these, our work uses parsing algorithms
to perform the composition operation. But this is the
first time that the input to a finite-state transducer has
a context-free structure.12 Although not described
in terms of operations over formal languages, the
model of Yamada and Knight (2001) can be under-
stood as an instance of our class of models with a
specific input forest and phrases restricted to match
syntactic constituents.

In terms of formal similarity, Mi et al. (2008) use
forests as input to a tree-to-string transducer pro-
cess, but the forests are used to recover from 1-
best parsing errors (as such, all derivations yield
the same source string). Iglesias et al. (2009) use
a SCFG-based translation model, but implement it
using FSTs, although they use non-regular exten-
sions that make FSTs equivalent to recursive tran-
sition networks. Galley and Manning (2008) use
a context-free reordering model to score a phrase-
based (exponential) search space.

Syntax-based preprocessing approaches that have
relied on hand-written rules to restructure source
trees for particular translation tasks have been quite
widely used (Collins et al., 2005; Wang et al., 2007;
Xu et al., 2009; Chang et al., 2009). Discrimina-
tively trained reordering models have been exten-
sively explored. A widely used approach has been to

12Satta (submitted) discusses the theoretical possibility of
this sort of model but provides no experimental results.

use a classifier to predict the orientation of phrases
during decoding (Zens and Ney, 2006; Chang et al.,
2009). These classifiers must be trained indepen-
dently from the translation model using training ex-
amples extracted from the training data. A more am-
bitious approach is described by Tromble and Eisner
(2009), who build a global reordering model that is
learned automatically from reordered training data.

The latent variable discriminative training ap-
proach we describe is similar to the one originally
proposed by Blunsom et al. (2008).

7 Discussion and conclusion

We have described a new model of translation that
takes advantage of the strengths of context-free
modeling, but splits reordering and phrase transduc-
tion into two separate models. This lets the context-
free part handle what it does well, mid-to-long range
reordering, and lets the finite-state part handle lo-
cal phrasal correspondences. We have further shown
that the reordering component can be trained effec-
tively as a latent variable in a discriminative transla-
tion model using only conventional parallel training
data.

This model holds considerable promise for fu-
ture improvement. Not only does it already achieve
quite reasonable performance (performing particu-
larly well in Chinese-English, where mid-range re-
ordering is often required), but we have only begun
to scratch the surface in terms of the kinds of fea-
tures that can be included to predict reordering, as
well as the kinds of reordering forests used. Fur-
thermore, by reintroducing the concept of a cascade
of transducers into the context-free model space, it
should be possible to develop new and more effec-
tive rescoring mechanisms. Finally, unlike SCFG
and phrase-based models, our model does not im-
pose any distortion limits.
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まとめ
• {tree,string}-to-{tree,string}による翻訳

• もう完全にルール翻訳、でも

• ルールは自動獲得

• 統計量に基づくスコア

• 構文解析誤りに対する頑健性のため、
「森」を利用
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内容
• 木構造に基づく機械翻訳
• 背景: CFG, hypergraph, deductive system

• 同期文脈自由文法 (synchronous-CFG)

• 同期文法: {string,tree}-to-{string,tree}

• 二言語の構文解析(biparsing)

• 同期から非同期
• 最適化
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ITG

• SCFGのインスタンス、Inversion Transduction Grammar 

(ITG) (Wu, 1997)

• 単語アライメント(Wu, 1997; Zhang and Gildea, 2005; 

Haghighi et al., 2009)、フレーズアライメント(Cherry 

and Lin, 2007; Zhang et al., 2008)、デコード時の制約
(Zens and Ney, 2003; Zens et al., 2004)

�
�

1 2 , 1 2

�

�
�

1 2 , 2 1

�

� �f, e�

X � [X X] | �X X� | f/e
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二言語構文解析

• 二言語の文とSCFGとの交差

• ITG (Wu, 1997) では、O(N3 M3) 

• 各長さnとm、各位置iとj、各ルールX ➔ YZ、
各分岐点kとl
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Span Pruning

• 予めfigure-of-meritスコアでスパンのペアを枝刈り
することで高速化

• O(N4) for a naive algorithm (Zhang and Gildea, 2005)

• O(N3) for a DP-based algorithm (Zhang et al., 2008)
132

smaller than the possible scriptO(n4), where n is
the average sentence length. Pruning the span pairs
(bitext cells) that can participate in a tree (either as
terminals or non-terminals) serves to not only speed
up ITG parsing, but also to provide a kind of ini-
tialization hint to the training procedures, encourag-
ing it to focus on promising regions of the alignment
space.
Given a bitext cell defined by the four boundary

indices (i, j, l, m) as shown in Figure 1a, we prune
based on a figure of merit V (i, j, l, m) approximat-
ing the utility of that cell in a full ITG parse. The
figure of merit considers the Model 1 scores of not
only the words inside a given cell, but also all the
words not included in the source and target spans, as
in Moore (2003) and Vogel (2005). Like Zhang and
Gildea (2005), it is used to prune bitext cells rather
than score phrases. The total score is the product of
the Model 1 probabilities for each column; “inside”
columns in the range [l, m] are scored according to
the sum (or maximum) of Model 1 probabilities for
[i, j], and “outside” columns use the sum (or maxi-
mum) of all probabilities not in the range [i, j].
Our pruning differs from Zhang and Gildea

(2005) in two major ways. First, we perform prun-
ing using both directions of the IBMModel 1 scores;
instead of a single figure of merit V , we have two:
VF and VB . Only those spans that pass the prun-
ing threshold in both directions are kept. Second,
we allow whole spans to be pruned. The figure of
merit for a span is VF (i, j) = maxl,m VF (i, j, l, m).
Only spans that are within some threshold of the un-
restricted Model 1 scores VF and VB are kept:

VF (i, j)

VF
≥ τs and

VB(l, m)

VB
≥ τs.

Amongst those spans retained by this first threshold,
we keep only those bitext cells satisfying both

VF (i, j, l, m)

VF (i, j)
≥ τb and

VB(i, j, l, m)

VB(l, m)
≥ τb.

4.1 Fast Tic-tac-toe Pruning
The tic-tac-toe pruning algorithm (Zhang and
Gildea, 2005) uses dynamic programming to com-
pute the product of inside and outside scores for
all cells in O(n4) time. However, even this can be
slow for large values of n. Therefore we describe an

Figure 1: (a) shows the original tic-tac-toe score for a
bitext cell (i, j, l,m). (b) demonstrates the finite state
representation using the machine in (c), assuming a fixed
source span (i, j).

improved algorithm with best case n3 performance.
Although the worst case performance is alsoO(n4),
in practice it is significantly faster.
To begin, let us restrict our attention to the for-

ward direction for a fixed source span (i, j). Prun-
ing bitext spans and cells requires VF (i, j), the score
of the best bitext cell within a given span, as well
as all cells within a given threshold of that best
score. For a fixed i and j, we need to search over
the starting and ending points l and m of the in-
side region. Note that there is an isomorphism be-
tween the set of spans and a simple finite state ma-
chine: any span (l, m) can be represented by a se-
quence of l OUTSIDE columns, followed bym−l+1
INSIDE columns, followed by n − m + 1 OUT-
SIDE columns. This simple machine has the re-
stricted form described in Figure 1c: it has three
states, L, M , and R; each transition generates ei-
ther an OUTSIDE column O or an INSIDE column
I . The cost of generating an OUTSIDE at posi-
tion a is O(a) = P (ta|NULL) +

∑
b !∈[i,j] P (ta|sb);

likewise the cost of generating an INSIDE column
is I(a) = P (ta|NULL) +

∑
b∈[i,j] P (ta|sb), with



Beam Pruning

• cardinalityで探索空間をグループ化 (Saers et al., 2009)

• cardinality = 構文解析された終端記号の数

• cardinality毎に枝刈り: 計算量 O(bN3)
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Two Parse

• Hiro文法では、全てのルールを列挙する必要はない 

(Dyer, 2010):  Dyer and Resnik (2010) で使用

• 原言語側で原言語を解析
• 交差したルールの目的言語側で目的言語を解析134

1

2 3

4 5

1

2 3

5 4

X 1 � �X 2 X3 , X 2 X 3 �
X 1 � �X 2 X3 , X 3 X 2 �
X 2 � �bushi, Bush�
X 3 � �X 4 juxing X 5 , held X 5 X 4 �
X 3 � �X 4 juxing X 5 , hold X 5 X 4 �
X 4 � �yu shalong, with Sharon�
X 4 � �yu shalong, and Sharon�
X 5 � �le huitan, a talk�
X 5 � �le huitan, talked�



ITGによるアライメント
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ITGアライメントTable 1: The effect of hard cohesion constraints on
a simple unsupervised link score.

Search Prec Rec AER
Matching 0.723 0.845 0.231
ITG 0.764 0.860 0.200
D-ITG 0.830 0.873 0.153

5.2 Hard Constraint Performance
The goal of this experiment is to empirically con-
firm that the English spans marked invalid by
Section 3.2’s dependency-augmented ITG provide
useful guidance to an aligner. To do so, we
compare an ITG with hard cohesion constraints,
an unconstrained ITG, and a weighted maximum
matching aligner. All aligners use the same sim-
ple objective function. They maximize summed
link values v(l), where v(l) is defined as follows
for an l = (Ej , Fk):

v(l) = �2(Ej , Fk)� 10�5abs
�

j

|E| �
k

|F |

⇥

All three aligners link based on �2 correlation
scores, breaking ties in favor of closer pairs. This
allows us to evaluate the hard constraints outside
the context of supervised learning.
Table 1 shows the results of this experiment.

We can see that switching the search method
from weighted maximum matching to a cohesion-
constrained ITG (D-ITG) has produced a 34% rel-
ative reduction in alignment error rate. The bulk
of this improvement results from a substantial in-
crease in precision, though recall has also gone up.
This indicates that these cohesion constraints are a
strong alignment feature. The ITG row shows that
the weaker ITG constraints are also valuable, but
the cohesion constraint still improves on them.

5.3 Soft Constraint Performance
We now test the performance of our SVM ITG
with soft cohesion constraint, or SD-ITG, which
is described in Section 4.2.2. We will test against
two strong baselines. The first baseline,matching
is the matching SVM described in Section 4.2.1,
which is a re-implementation of the state-of-the-
art work in (Taskar et al., 2005)3. The second
baseline, D-ITG is an ITG aligner with hard co-
hesion constraints, but which uses the weights

3Though it is arguably lacking one of its strongest fea-
tures: the output of GIZA++ (Och and Ney, 2003)

Table 2: The performance of SVM-trained align-
ers with various degrees of cohesion constraint.

Method Prec Rec AER
Matching 0.916 0.860 0.110
D-ITG 0.940 0.854 0.100
SD-ITG 0.944 0.878 0.086

trained by the matching SVM to assign link val-
ues. This is the most straight-forward way to com-
bine discriminative training with the hard syntactic
constraints.
The results are shown in Table 2. The first thing

to note is that our Matching baseline is achieving
scores in line with (Taskar et al., 2005), which re-
ports an AER of 0.107 using similar features and
the same training and test sets.
The effect of the hard cohesion constraint has

been greatly diminished after discriminative train-
ing. Matching and D-ITG correspond to the the
entries of the same name in Table 1, only with a
much stronger, learned value function v(l). How-
ever, in place of a 34% relative error reduction, the
hard constraints in the D-ITG produce only a 9%
reduction from 0.110 to 0.100. Also note that this
time the hard constraints result in a reduction in
recall. This indicates that the hard cohesion con-
straint is providing little guidance not provided by
other features, and that it is actually eliminating
more sure links than it is helping to find.
The soft-constrained SD-ITG, which has access

to the D-ITG’s invalid spans as a feature during
SVM training, is fairing substantially better. Its
AER of 0.086 represents a 22% relative error re-
duction compared to the matching system. The
improved error rate is caused by gains in both pre-
cision and recall. This indicates that the invalid
span feature is doing more than just ruling out
links; perhaps it is de-emphasizing another, less
accurate feature’s role. The SD-ITG overrides the
cohesion constraint in only 41 of the 347 test sen-
tences, so we can see that it is indeed a soft con-
straint: it is obeyed nearly all the time, but it can be
broken when necessary. The SD-ITG achieves by
far the strongest ITG alignment result reported on
this French-English set; surpassing the 0.16 AER
reported in (Zhang and Gildea, 2004).
Training times for this system are quite low; un-

supervised statistics can be collected quickly over
a large set, while only the 100-sentence training
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(Cherry and Lin, 2006)

• マージン最大化学習による学習+依存構造の制約

• アライメント空間 (Zens and Ney, 2003): Schröder Number O(5.83n)

• Alignment Error Rate(AER)による評価

• A = アライメントの数、S = Sureアライメントの数、P = 

Possibleアライメントの数

AER(A,S, P ) =

(
1− |A ∩ S|+ |A ∩ P |

|A|+ |S|

)
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Block-ITGアライメント

• フレーズ単位の制約を入れる (Haghighi 

et al., 2009)
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Figure 1: Best alignments from (a) 1-1 matchings and (b) block ITG (BITG) families respectively. The 1-1
matching is the best possible alignment in the model family, but cannot capture the fact that Indonesia is rendered
as two words in Chinese or that in court is rendered as a single word in Chinese.

dynamic program allows us to utilize likelihood-
based objectives for learning alignment models
(see Section 4).

Using the same heuristic Dice potentials on
the Hansards test set, the maximal scoring align-
ment from AITG yields 28.4 AER—2.4 better
than A1-1 —indicating that ITG can be beneficial
as a constraint on heuristic alignments.

2.3 Block ITG
An important alignment pattern disallowed by
A1-1 is the many-to-one alignment block. While
not prevalent in our hand-aligned French Hansards
dataset, blocks occur frequently in our hand-
aligned Chinese-English NIST data. Figure 1
contains an example. Extending A1-1 to include
blocks is problematic, because finding a maximal
1-1 matching over phrases is NP-hard (DeNero
and Klein, 2008).

With ITG, it is relatively easy to allow contigu-
ous many-to-one alignment blocks without added
complexity.3 This is accomplished by adding ad-
ditional unary terminal productions aligning a for-
eign phrase to a single English terminal or vice
versa. We will use BITG to refer to this block
ITG variant and ABITG to refer to the alignment
family, which is neither contained in nor contains
A1-1. For this alignment family, we expand the
alignment potential decomposition in Equation (1)
to incorporate block potentials sef and sef which
represent English and foreign many-to-one align-
ment blocks, respectively.

One way to evaluate alignment families is to
3In our experiments we limited the block size to 4.

consider their oracle AER. In the 2002 NIST
Chinese-English hand-aligned data (see Sec-
tion 6.2), we constructed oracle alignment poten-
tials as follows: sij is set to +1 if (i, j) is a sure
or possible alignment in the hand-aligned data, -
1 otherwise. All null potentials (si� and s�j) are
set to 0. A max-matching under these potentials is
generally a minimal loss alignment in the family.
The oracle AER computed in this was is 10.1 for
A1-1 and 10.2 for AITG. The ABITG alignment
family has an oracle AER of 1.2. These basic ex-
periments show that AITG outperforms A1-1 for
heuristic alignments, and ABITG provide a much
closer fit to true Chinese-English alignments than
A1-1.

3 Margin-Based Training

In this and the next section, we discuss learning
alignment potentials. As input, we have a training
set D = (x1,a�1), . . . , (xn,a�n) of hand-aligned
data, where x refers to a sentence pair. We will as-
sume the score of a alignment is given as a linear
function of a feature vector �(x,a). We will fur-
ther assume the feature representation of an align-
ment, �(x,a) decomposes as in Equation (1),

�

(i,j)⇥a

�ij(x) +
�

i/⇥a

�i�(x) +
�

j /⇥a

��j(x)

In the framework of loss-augmented margin
learning, we seek a w such that w · �(x,a�) is
larger than w · �(x,a) + L(a,a�) for all a in an
alignment family, where L(a,a�) is the loss be-
tween a proposed alignment a and the gold align-
ment a�. As in Taskar et al. (2005), we utilize a
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tials as follows: sij is set to +1 if (i, j) is a sure
or possible alignment in the hand-aligned data, -
1 otherwise. All null potentials (si� and s�j) are
set to 0. A max-matching under these potentials is
generally a minimal loss alignment in the family.
The oracle AER computed in this was is 10.1 for
A1-1 and 10.2 for AITG. The ABITG alignment
family has an oracle AER of 1.2. These basic ex-
periments show that AITG outperforms A1-1 for
heuristic alignments, and ABITG provide a much
closer fit to true Chinese-English alignments than
A1-1.

3 Margin-Based Training

In this and the next section, we discuss learning
alignment potentials. As input, we have a training
set D = (x1,a�1), . . . , (xn,a�n) of hand-aligned
data, where x refers to a sentence pair. We will as-
sume the score of a alignment is given as a linear
function of a feature vector �(x,a). We will fur-
ther assume the feature representation of an align-
ment, �(x,a) decomposes as in Equation (1),
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Block-ITGアライメント

• 中国語、英語アライメントタスク
• MIRAとMaxEntによる学習

• アライメントの向上によるBLEUの向上をはじめて
示した結果

• English Block: [the X, X], [in X of, X]

• Chinese Block: [⇠ X, X] [X|, X]

For English blocks, for example, these features
capture the behavior of phrases such as in spite
of or in front of that are rendered as one word in
Chinese. For Chinese blocks, these features cap-
ture the behavior of phrases containing classifier
phrases like⇠« or⇠P, which are rendered as
English indefinite determiners.

The right-hand three columns in Table 2 present
supervised results on our Chinese English data set
using block features. We note that almost all of
our performance gains (relative to both the HMM
and 1-1 matchings) come from BITG and block
features. The maximum likelihood-trained nor-
mal form ITG model outperforms the HMM, even
without including any features derived from the
unlabeled data. Once we include the posteriors
of the HMM as a feature, the AER decreases to
14.4. The previous best AER result on this data set
is 15.9 from Ayan and Dorr (2006), who trained
stacked neural networks based on GIZA++ align-
ments. Our results are not directly comparable
(they used more labeled data, but did not have the
HMM posteriors as an input feature).

6.3 End-To-End MT Experiments
We further evaluated our alignments in an end-to-
end Chinese to English translation task using the
publicly available hierarchical pipeline JosHUa
(Li and Khudanpur, 2008). The pipeline extracts
a Hiero-style synchronous context-free grammar
(Chiang, 2007), employs suffix-array based rule
extraction (Lopez, 2007), and tunes model pa-
rameters with minimum error rate training (Och,
2003). We trained on the FBIS corpus using sen-
tences up to length 40, which includes 2.7 million
English words. We used a 5-gram language model
trained on 126 million words of the Xinhua section
of the English Gigaword corpus, estimated with
SRILM (Stolcke, 2002). We tuned on 300 sen-
tences of the NIST MT04 test set.

Results on the NIST MT05 test set appear in
Table 3. We compared four sets of alignments.
The GIZA++ alignments7 are combined across di-
rections with the grow-diag-final heuristic, which
outperformed the union. The joint HMM align-
ments are generated from competitive posterior

7We used a standard training regimen: 5 iterations of
model 1, 5 iterations of HMM, 3 iterations of Model 3, and 3
iterations of Model 4.

Alignments Translations
Model Prec Rec Rules BLEU
GIZA++ 62 84 1.9M 23.22
Joint HMM 79 77 4.0M 23.05
Viterbi ITG 90 80 3.8M 24.28
Posterior ITG 81 83 4.2M 24.32

Table 3: Results on the NIST MT05 Chinese-English
test set show that our ITG alignments yield improve-
ments in translation quality.

thresholding (DeNero and Klein, 2007). The ITG
Viterbi alignments are the Viterbi output of the
ITG model with all features, trained to maximize
log likelihood. The ITG Posterior alignments
result from applying competitive thresholding to
alignment posteriors under the ITG model. Our
supervised ITG model gave a 1.1 BLEU increase
over GIZA++.

7 Conclusion

This work presented the first large-scale applica-
tion of ITG to discriminative word alignment. We
empirically investigated the performance of con-
ditional likelihood training of ITG word aligners
under simple and normal form grammars. We
showed that through the combination of relaxed
learning objectives, many-to-one block alignment
potential, and efficient pruning, ITG models can
yield state-of-the art word alignments, even when
the underlying gold alignments are highly non-
ITG. Our models yielded the lowest published er-
ror for Chinese-English alignment and an increase
in downstream translation performance.
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ITG + Bi-parsingアライメント

• ITGアライメント+原言語、目的言語の構文木

• 非同期的な素性 + Mean Field Inferenceによる
学習

(Burkett et al., 2010)
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Figure 1: Source trees, t (right), alignments, a (grid), and target trees, t� (top), and feature decompositions for syn-
chronous (a) and weakly synchronous (b) grammars. Features always condition on bispans and/or anchored syntactic
productions, but weakly synchronous grammars permit more general decompositions.

example, in Figure 2, the word alignment is ITG-
derivable, and each of the colored rectangles is a bi-
span in that derivation.

There are no additional constraints beyond the
independent, internal structural constraints on t, a,
and t�. This decoupling permits derivations like that
in Figure 1(b), where the top-level syntactic nodes
align, but their children are allowed to diverge. With
the three structures separated, our first model is a
completely factored decomposition of (1).

Formally, we represent a source tree t as a set of
nodes {n}, each node representing a labeled span.
Likewise, a target tree t� is a set of nodes {n�}.2 We
represent alignments a as sets of bispans {b}, indi-
cated by rectangles in Figure 1.3 Using this notation,
the initial model has the following form:

P(t, a, t�|s, s�) � exp

�

⇤
⇧

n⇥t

�⇤⇥F (n, s)+

⇧

b⇥a

�⇤⇥A(b, s, s�)+
⇧

n�⇥t�

�⇤⇥E(n�, s�)

⇥

⌅

(2)

Here ⇥F (n, s) indicates a vector of source node fea-
tures, ⇥E(n�, s�) is a vector of target node features,
and ⇥A(b, s, s�) is a vector of alignment bispan fea-
tures. Of course, this model is completely asyn-

2For expositional clarity, we describe n and n� as labeled
spans only. However, in general, features that depend on n or
n� are permitted to depend on the entire rule, and do in our final
system.

3Alignments a link arbitrary spans of s and s� (including
non-constituents and individual words). We discuss the relation
to word-level alignments in Section 4.

chronous so far, and fails to couple the trees and
alignments at all. To permit soft constraints between
the three structures we are modeling, we add a set of
synchronization features.

For n ⇥ t and b ⇥ a, we say that n � b if n and b
both map onto the same span of s. We define b � n�

analogously for n� ⇥ t�. We now consider three
different types of synchronization features. Source-
alignment synchronization features ⇥�(n, b) are ex-
tracted whenever n � b. Similarly, target-alignment
features ⇥�(b, n�) are extracted if b � n�. These
features capture phenomena like that of bispan b7

in Figure 2. Here the Chinese noun0 synchronizes
with the ITG derivation, but the English projection
of b7 is a distituent. Finally, we extract source-target
features ⇥�⇥(n, b, n�) whenever n�b�n�. These fea-
tures capture complete bispan synchrony (as in bi-
span b8) and can be expressed over triples (n, b, n�)
which happen to align, allowing us to reward syn-
chrony, but not requiring it. All of these licensing
conditions are illustrated in Figure 1(b).

With these features added, the final form of the
model is:

P(t, a, t�|s, s�) � exp

�

⇤
⇧

n⇥t

�⇤⇥F (n, s)+

⇧

b⇥a

�⇤⇥A(b, s, s�)+
⇧

n�⇥t�

�⇤⇥E(n�, s�)+

⇧

n�b

�⇤⇥�(n, b)+
⇧

b�n�

�⇤⇥�(b, n�)+

⇧

n�b�n�

�⇤⇥�⇥(n, b, n�)

⇥

⌅

(3)

129

139



ITG + Bi-parsingアライメント

(Burkett et al., 2010)

Test Results
Ch F1 Eng F1 Tot F1

Monolingual 83.6 81.2 82.5
Reranker 86.0 83.8 84.9
Joint 85.7 84.5 85.1

Table 1: Parsing results. Our joint model has the highest
reported F1 for English-Chinese bilingual parsing.

Test Results
Precision Recall AER F1

HMM 86.0 58.4 30.0 69.5
ITG 86.8 73.4 20.2 79.5
Joint 85.5 84.6 14.9 85.0

Table 2: Word alignment results. Our joint model has the
highest reported F1 for English-Chinese word alignment.

the baseline unsupervised HMM word aligner and
to the English-Chinese ITG-based word aligner
of Haghighi et al. (2009). The results are in Table 2.

As can be seen, our model makes substantial im-
provements over the independent models. For pars-
ing, we improve absolute F1 over the monolingual
parsers by 2.1 in Chinese, and by 3.3 in English.
For word alignment, we improve absolute F1 by 5.5
over the non-syntactic ITG word aligner. In addi-
tion, our English parsing results are better than those
of the Burkett and Klein (2008) bilingual reranker,
the current top-performing English-Chinese bilin-
gual parser, despite ours using a much simpler set
of synchronization features.

8.3 Machine Translation
We further tested our alignments by using them to
train the Joshua machine translation system (Li and
Khudanpur, 2008). Table 3 describes the results of
our experiments. For all of the systems, we tuned

Rules Tune Test
HMM 1.1M 29.0 29.4
ITG 1.5M 29.9 30.4†

Joint 1.5M 29.6 30.6

Table 3: Tune and test BLEU results for machine transla-
tion systems built with different alignment tools. † indi-
cates a statistically significant difference between a sys-
tem’s test performance and the one above it.

on 1000 sentences of the NIST 2004 and 2005 ma-
chine translation evaluations, and tested on 400 sen-
tences of the NIST 2006 MT evaluation. Our train-
ing set consisted of 250k sentences of newswire dis-
tributed with the GALE project, all of which were
sub-sampled to have high Ngram overlap with the
tune and test sets. All of our sentences were of
length at most 40 words. When building the trans-
lation grammars, we used Joshua’s default “tight”
phrase extraction option. We ran MERT for 4 itera-
tions, optimizing 20 weight vectors per iteration on
a 200-best list.

Table 3 gives the results. On the test set, we also
ran the approximate randomization test suggested by
Riezler and Maxwell (2005). We found that our joint
parsing and alignment system significantly outper-
formed the HMM aligner, but the improvement over
the ITG aligner was not statistically significant.

9 Conclusion

The quality of statistical machine translation mod-
els depends crucially on the quality of word align-
ments and syntactic parses for the bilingual training
corpus. Our work presented the first joint model
for parsing and alignment, demonstrating that we
can improve results on both of these tasks, as well
as on downstream machine translation, by allowing
parsers and word aligners to simultaneously inform
one another. Crucial to this improved performance
is a notion of weak synchronization, which allows
our model to learn when pieces of a grammar are
synchronized and when they are not. Although ex-
act inference in the weakly synchronized model is
intractable, we developed a mean field approximate
inference scheme based on monolingual and bitext
parsing, allowing for efficient inference.
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単語からフレーズへ
• 教師なし学習によりフレーズペアを直接学習

(Marcu and Wong, 2002; DeNero et al., 2008; Arun 
et al., 2009)

• ITGに基づく学習(Cherry and Lin, 2007; Zhang et 

al., 2008; Blunsom et al., 2009)

• 実は、あまり性能向上していない

• 結局、最後にヒューリスティックな句の抽出
141



ITGによる導出

• 最小フレーズのみモデルへ追加

px(reg)
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px(term)

pt( )
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pt(base)

pbase( )

px(reg)
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pt( )

px(inv)
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px(term)

pt( )
i/il me

hate/coûte

to/de

admit/admettre it/le

142

(Neubig et al., 2011)



• Pt で生成された全てのペアを追加
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to admit it/de le admettre

i hate to admit it/il me coûte de le admettre

i/il me to/de

admit/admettre it/le
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Backoff ITGの導出
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Results

● GIZA++ uses heuristic extraction, others use model probabilities

● Same accuracy as GIZA++, phrase table smaller

● Higher accuracy than FLAT (when using model probs.)
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• 小さいモデルでGIZA++と同じ精度
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ITGの並び替え

• ITGは一つのレベルしか記憶していない

• 一つ前も覚えましょう (Mylonakis and Sima’an, 

2011)
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tern between the non-terminal pairs (or in the case
of ITGs the choice between monotone and swap ex-
pansion) are not conditioned on any other part of a
derivation. The result is that, the reordering pattern
with the highest probability will always be preferred
(e.g. in the Viterbi derivation) over the rest, irre-
spective of lexical or abstract context. As an ex-
ample, a probabilistic SCFG will always assign a
higher probability to derivations swapping or mono-
tonically translating nouns and adjectives between
English and French, only depending on which of the
two rules NP � [NN JJ ], NP � �NN JJ�
has a higher probability. The rest of the (sometimes
thousands of) rule-specific features usually added to
SCFG translation models do not directly help either,
leaving reordering decisions disconnected from the
rest of the derivation.

While in a decoder this is somehow mitigated by
the use of a language model, we believe that the
weakness of straightforward applications of SCFGs
to model reordering structure at the sentence level
misses a chance to learn this crucial part of the
translation process during grammar induction. As
(Mylonakis and Sima’an, 2010) note, ‘plain’ SCFGs
seem to perform worse than the grammars described
next, mainly due to wrong long-range reordering de-
cisions for which the language model can hardly
help.

2.2 Hierarchical Reordering SCFG

We address the weaknesses mentioned above by re-
lying on an SCFG grammar design that is similar to
the ‘Lexicalised Reordering’ grammar of (Mylon-
akis and Sima’an, 2010). As in the rules of Fig-
ure 1, we separate non-terminals according to the
reordering patterns in which they participate. Non-
terminals such as BL, CR take part only in swap-
ping right-hand sides �BL CR� (with BL swap-
ping from the source side’s left to the target side’s
right, CR swapping in the opposite direction), while
non-terminals such as B, C take part solely in mono-
tone right-hand side expansions [B C]. These non-
terminal categories can appear also on the left-hand
side of a rule, as in rule (c) of Figure 1.

In contrast with (Mylonakis and Sima’an, 2010),
monotone and swapping non-terminals do not emit
phrase-pairs themselves. Rather, each non-terminal
NT is expanded to a dedicated phrase-pair emit-

A � [B C] A � �BL CR�
AL � [B C] AL � �BL CR�
AR � [B C] AR � �BL CR�

A � AP AP � � / �

AL � AL
P AL

P � � / �

AR � AR
P AR

P � � / �

Figure 2: Recursive Reordering Grammar rule cate-
gories; A, B, C non-terminals; �, � source and target
strings respectively.

ting non-terminal NTP, which generates all phrase-
pairs for it and nothing more. In this way, the pref-
erence of non-terminals to either expand towards
a (long) phrase-pair or be further analysed recur-
sively is explicitly modelled. Furthermore, this set
of pre-terminals allows us to separate the higher or-
der translation structure from the process that emits
phrase-pairs, a feature we employ next.

In (Mylonakis and Sima’an, 2010) this grammar
design mainly contributed to model lexical reorder-
ing preferences. While we retain this function, for
the rich linguistically-motivated grammars used in
this work this design effectively propagates reorder-
ing preferences above and below the current rule ap-
plication (e.g. Figure 1, rules (a)-(c)), allowing to
learn and apply complex reordering patterns.

The different types of grammar rules are sum-
marised in abstract form in Figure 2. We will subse-
quently refer to this grammar structure as Hierarchi-
cal Reordering SCFG (HR-SCFG).

2.3 Generative Model

We arrive at a probabilistic SCFG model which
jointly generates source e and target f strings, by
augmenting each grammar rule with a probability,
summing up to one for every left-hand side. The
probability of a derivation D of tuple �e, f� begin-
ning from start symbol S is equal to the product of
the probabilities of the rules used to recursively gen-
erate it.

We separate the structural part of the derivation
D, down to the pre-terminals NTP, from the phrase-
emission part. The grammar rules pertaining to the
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カテゴリーの学習

• Xだけでは不十分、でも統語論的なカテゴリーを一
意に決定できない (Zollman and Venugopal, 2006)

• EMアルゴリズムで学習してしまいましょう
(Mylonakis and Sima’an, 2011)
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X, SBAR, WHNP+VP, WHNP+VBZ+NP
X, VBZ+NP, VP, SBAR\WHNP

X, SBAR/NN, WHNP+VBZ+DT
X, VBZ+DT, VP/NN

X, WHNP+VBZ, X, NP,
SBAR/NP VP\VBZ

X, WHNP, X, VBZ, X, DT, X, NN,
SBAR/VP VP/NP NP/NN NP\DT

which is the problem

Figure 3: The label chart for the source fragment ‘which
is the problem’. Only a sample of the entries is listed.

structural part and their associated probabilities de-
fine a model p(�) over the latent variable � de-
termining the recursive, reordering and phrase-pair
segmenting structure of translation, as in Figure 4.
Given �, the phrase-pair emission part merely gener-
ates the phrase-pairs utilising distributions from ev-
ery NTP to the phrase-pairs that it covers, thereby
defining a model over all sentence-pairs generated
given each translation structure. The probabilities of
a derivation and of a sentence-pair are then as fol-
lows:

p(D) =p(�)p(e, f |�) (1)

p(e, f) =
�

D:D
���e,f�

p(D) (2)

By splitting the joint model in a hierarchical struc-
ture model and a lexical emission one we facilitate
estimating the two models separately. The following
section discusses this.

3 Learning Translation Structure

3.1 Phrase-Pair Label Chart
The input to our learning algorithm is a word-
aligned parallel corpus. We consider as phrase-
pair spans those that obey the word-alignment con-
straints of (Koehn et al., 2003). For every train-
ing sentence-pair, we also input a chart containing
one or more labels for every synchronous span, such
as that of Figure 3. Each label describes differ-
ent properties of the phrase pair (syntactic, semantic
etc.), possibly in relation to its context, or supply-
ing varying levels of abstraction (phrase-pair, deter-
miner with noun, noun-phrase, sentence etc.). We
aim to induce a recursive translation structure ex-
plaining the joint generation of the source and target

sentence taking advantage of these phrase-pair span
labels.

For this work we employ the linguistically mo-
tivated labels of (Zollmann and Venugopal, 2006),
albeit for the source language. Given a parse of the
source sentence, each span is assigned the following
kind of labels:

Phrase-Pair All phrase-pairs are assigned the X
label

Constituent Source phrase is a constituent A

Concatenation of Constituents Source phrase la-
belled A+B as a concatenation of constituents A and
B, similarly for 3 constituents.

Partial Constituents Categorial grammar (Bar-
Hillel, 1953) inspired labels A/B, A\B, indicating
a partial constituent A missing constituent B right or
left respectively.

An important point is that we assign all applica-
ble labels to every span. In this way, each label set
captures the features of the source side’s parse-tree
without being bounded by the actual parse structure,
as well as provides a coarse to fine-grained view of
the source phrase.

3.2 Grammar Extraction

From every word-aligned sentence-pair and its la-
bel chart, we extract SCFG rules as those of Figure
2. Binary rules are extracted from adjoining syn-
chronous spans up to the whole sentence-pair level,
with the non-terminals of both left and right-hand
side derived from the label names plus their reorder-
ing function (monotone, left/right swapping) in the
span examined. A single unary rule per non-terminal
NT generates the phrase-pair emitting NTP. Unary
rules NTP � � / � generating the phrase-pair are
created for all the labels covering it.

While we label the phrase-pairs similarly to (Zoll-
mann and Venugopal, 2006), the extracted grammar
is rather different. We do not employ rules that are
grounded to lexical context (‘gap’ rules), relying in-
stead on the reordering-aware non-terminal set and
related unary and binary rules. The result is a gram-
mar which can both capture a rich array of trans-
lation phenomena based on linguistic and lexical
grounds and explicitly model the balance between
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カテゴリーの学習

• カテゴリーの学習+前のレベルを記憶す
ることにより大幅な向上

Training English to French German Dutch Chinese
set size BLEU NIST BLEU NIST BLEU NIST BLEU NIST

200K josh-base 29.20 7.2123 18.65 5.8047 21.97 6.2469 22.34 6.5540
lts 29.43 7.2611** 19.10** 5.8714** 22.31* 6.2903* 23.67** 6.6595**

400K josh-base 29.58 7.3033 18.86 5.8818 22.25 6.2949 23.24 6.7402
lts 29.83 7.4000** 19.49** 5.9374** 22.92** 6.3727** 25.16** 6.9005**

Table 1: Experimental results for training sets of 200K and 400K sentence pairs. Statistically significant score im-
provements from the baseline at the 95% confidence level are labelled with a single star, at the 99% level with two.

with a 3-gram language model smoothed with modi-
fied Knesser-Ney discounting (Chen and Goodman,
1998), trained on around 1M sentences per target
language. The parses of the source sentences em-
ployed by our system during training and decod-
ing are created with the Charniak parser (Charniak,
2000).

We compare against a state-of-the-art hierarchi-
cal translation (Chiang, 2005) baseline, based on the
Joshua translation system under the default training
and decoding settings (josh-base). Apart of eval-
uating against a state-of-the-art system, especially
on the English-Chinese language pair, the compar-
ison has an added interesting aspect. The heuristi-
cally trained baseline takes advantage of ‘gap rules’
to reorder based on lexical context cues, but makes
very limited use of the hierarchical structure above
the lexical surface. In contrast, our method induces
a grammar with no such rules, relying on lexical
content and the strength of a higher level translation
structure instead.

4.4 Training & Decoding Details

To train our Latent Translation Structure (LTS) sys-
tem, we used the following settings. CV-EM cross-
validated on a 10-part partition of the training data
and performed 10 iterations. The structural rule
probabilities were initialised to uniform per left-
hand side.

The decoder does not employ any ‘glue grammar’
as is usual with hierarchical translation systems to
limit reordering up to a certain cut-off length. In-
stead, we rely on our LTS grammar to reorder and
construct the translation output up to the full sen-
tence length.

In summary, our system’s experimental pipeline is
as follows. All input sentences are parsed and label
charts are created from these parses. The Hierarchi-

cal Reordering SCFG is extracted and its parame-
ters are estimated employing CV-EM. The structural
rules of the estimate are pruned according to their
expected counts and smoothing features are added to
all rules. We train the feature weights under MERT
and decode with the resulting log-linear model.

The overall training and decoding setup is appeal-
ing also regarding computational demands. On an
8-core 2.3GHz system, training on 200K sentence-
pairs demands 4.5 hours while decoding runs on 25
sentences per minute.

4.5 Results

Table 1 presents the results for the baseline and our
method for the 4 language pairs, for training sets of
both 200K and 400K sentence pairs. Our system
(lts) outperforms the baseline for all 4 language
pairs for both BLEU and NIST scores, by a margin
which scales up to +1.92 BLEU points for English to
Chinese translation when training on the 400K set.
In addition, increasing the size of the training data
from 200K to 400K sentence pairs widens the per-
formance margin between the baseline and our sys-
tem, in some cases considerably. All but one of the
performance improvements are found to be statis-
tically significant (Koehn, 2004) at the 95% confi-
dence level, most of them also at the 99% level.

We selected an array of target languages of
increasing reordering complexity with English as
source. Examining the results across the target lan-
guages, LTS performance gains increase the more
challenging the sentence structure of the target lan-
guage is in relation to the source’s, highlighted when
translating to Chinese. Even for Dutch and German,
which pose additional challenges such as compound
words and morphology which we do not explicitly
treat in the current system, LTS still delivers signif-
icant improvements in performance. Additionally,
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まとめ
• 二言語構文解析を高速化することによ
り、複雑なモデルを学習可能

• 単語からフレーズ

• カテゴリーの詳細化

• ITGのルールの詳細化

148



内容
• 木構造に基づく機械翻訳
• 背景: CFG, hypergraph, deductive system

• 同期文脈自由文法 (synchronous-CFG)

• 同期文法: {string,tree}-to-{string,tree}

• 二言語の構文解析(biparsing)

• 同期から非同期
• 最適化
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Asynchronous Models
• 同期的モデルでは、変数の一対一のマッピング
を仮定

• 現実の翻訳はそんなもんでない(Hwa et al., 

2002; Fox 2002)

• quasi-synchronous models: 木構造の中のいずれか
のノードが同期(Smith and Eisner, 2006)

• non-synchronized models: 不連続なフレーズペア
(Galley and Manning, 2010)
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Quasi-Synchronous Models

• τ: 木構造(依存構造)、a:アライメント

• 原言語、目的言語の関係を無視してアライメント
• 同期した素性を使用(同期した親子関係など)

〈e∗, τ∗e ,a∗〉 = argmax
〈e,τe,a〉

exp
(
w$ · h(f , τf , e, τe,a)

)
∑

e′,τ ′
e,a

′ exp (w$ · h(f , τf , e′, τ ′e,a′))
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Quasi-Synchronous Models

• 長さ固定でlatticeを作成: 単語単位で同期

• lattice上の構文解析により翻訳+依存構造を生成
152

lti

$  konnten  sie  es  übersetzen  ?

could  you  translate  it  ?

konnten:could konnten:could

es:it

sie:you

konnten:might

...

konnten:couldn

... ... ... ...

sie:let

sie:you

sie:them

es:it sie:you

konnten:couldübersetzen:
translate

übersetzen:
translate
übersetzen:
translated

übersetzen:
translate
übersetzen:
translated

?:?

konnten:could

es:it

es:it

?:?

es:it

?:?

NULL:to

$

 Lattice arcs are weighted using lexical translation and distortion features
 Top 5 arcs shown in each bundle
 Hard limit on sentence length, multiple final states

lti

$  konnten  sie  es  übersetzen  ?

could  you  translate  it  ?

konnten:could konnten:could

es:it

sie:you

konnten:might

...

konnten:couldn

... ... ... ...

sie:let

sie:you

sie:them

es:it sie:you

konnten:couldübersetzen:
translate

übersetzen:
translate
übersetzen:
translated

übersetzen:
translate
übersetzen:
translated

?:?

konnten:could

es:it

es:it

?:?

es:it

?:?

NULL:to

$

(Gimpel and Smith, 2009)



Quasi-Synchronous Models

• フレーズでlatticeを作成(Gimpel and Smith, 2011)
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MT03 (tune) MT02 MT05 MT06 Average
Moses 33.84 33.35 31.81 28.82 31.33
QPDG (TT) 34.63 (+0.79) 34.10 (+0.75) 32.15 (+0.34) 29.33 (+0.51) 31.86 (+0.53)
QPDG (TT+S2T+T2T) 34.98 (+1.14) 34.26 (+0.91) 32.34 (+0.53) 29.35 (+0.53) 31.98 (+0.65)

Table 4: Chinese-English Results (% BLEU).

QPDG features described in §4. In our experiments,
we compare our QPDG system (lattice parsing on
each lattice) to the Moses baseline (finding the best
path through each lattice). The conventional wis-
dom holds that hierarchical phrase-based transla-
tion (Chiang, 2005) performs better than phrase-
based translation for language pairs that require
large amounts of reordering, such as ZH-EN and
UR-EN. However, researchers have shown that this
performance gap diminishes when using a larger dis-
tortion limit (Zollmann et al., 2008) and may dis-
appear entirely when using a lexicalized reordering
model (Lopez, 2008; Galley and Manning, 2010).
So, we increase the Moses distortion limit from 6
(the default) to 10 and use Moses’ default lexical-
ized reordering model (Koehn et al., 2005).

We parsed the Chinese text using the Stanford
parser (Levy and Manning, 2003) and the English
text using TurboParser (Martins et al., 2009). We
note that computing our features requires parsing the
target (English) side of the parallel text, but not the
source side. We only need to parse the source side
of the tuning and test sets, and the only features that
look at the source-side parse are those from §4.3.

To obtain Brown clusters for the target tree fea-
tures in §4.1, we used code from Liang (2005).8

We induced 100 clusters from the English side of
the parallel corpus concatenated with 10M words of
randomly-selected Gigaword sentences. Only words
that appeared at least twice in this data were con-
sidered during clustering. An additional cluster was
created for all other words; this allowed us to use
phrase dependency cluster features even for out-of-
vocabulary words. We used a max phrase length of
7 when extracting phrase dependencies to match the
max phrase length used in phrase extraction. Ap-
proximately 87M unique phrase dependencies were
extracted from the ZH-EN data and 7M from the
UR-EN data.

We tuned the weights of our model using the pro-

8
http://www.cs.berkeley.edu/

˜

pliang/

software

Dev (tune) MT09
Moses 24.21 23.56
QPDG (TT+S2T) 24.94 (+0.73) 24.31 (+0.75)

Table 5: Urdu-English Results (% BLEU).

cedure described in §6. For ZH-EN we used MT03
for tuning and MT02, MT05, and MT06 for test-
ing. For UR-EN we used half of the documents (882
sentence pairs) from the MT08 test set for tuning
(“Dev”) and MT09 for testing. We evaluated trans-
lation output using case-insensitive IBM BLEU (Pa-
pineni et al., 2001).

7.1 Results
Results for ZH-EN and UR-EN translation are
shown in Tables 4 and 5. We show results when us-
ing only the target tree features from §4.1 (TT), as
well as when adding the string-to-tree features from
§4.2 (S2T) and the tree-to-tree features from §4.3
(T2T). We note that T2T features are unavailable for
UR-EN because we do not have an Urdu parser. We
find that we can achieve moderate but consistent im-
provements over the baseline Moses system, for an
average increase of 0.65 BLEU points for ZH-EN
and 0.75 for UR-EN.

Fig. 2 shows an example sentence from the MT05
test set along with its translation output and deriva-
tions produced by Moses and our QPDG system
with the full feature set. This example shows the
kind of improvements that our system makes. In
Chinese, modifiers such as prepositional phrases and
clauses are generally placed in front of the words
they modify, frequently the opposite of English. In
addition, Chinese occasionally uses postpositions
where English uses prepositions. The Chinese sen-
tence in Fig. 2 exhibits both of these, as the preposi-
tional phrase “after the Palestinian election” appears
before the verb “strengthen” in the Chinese sen-
tence and “after” appears as a postposition. Moses
(Fig. 2(a)) does not properly reorder the preposi-
tional phrase, while our system (Fig. 2(b)) properly
handles both reorderings.9 We shall discuss these

9Our system’s derivation is not perfect, in that “in” is incor-
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非同期ルール

• SCFGでは直接表現できないアライメント

• 同期していなくてもとりあえず抽出
154

ai

ak am

bj

bl bn

ai akbj

bl bnam

source: ai ckbj dl

bm apdn cttarget:

(iii)(ii)(i)

Figure 1: 2-SCFG systems such as Hiero are unable to in-
dependently generate translation units a, b, c, and d with
the following types of alignments: (i) inside-out (Wu,
1997); (ii) cross-serial DTU (Søgaard and Kuhn, 2009);
(iii) “bonbon” (Simard et al., 2005). Standard phrase-
based decoders cope with (i), but not (ii) and (iii). Our
phrase-based decoder handles all three cases.

Wu, 2009) has questioned the empirical adequacy of

2-SCFG systems, which are unable to perform any

of the transformations shown in Fig. 1. For instance,

using manually-aligned bitexts for 12 European lan-

guages pairs, Søgaard and Kuhn found that inside-

out and cross-serial discontinuous translation units

(DTU) account for 1.6% (Danish-English) to 18.6%

(French-English) of all translation units. The em-

pirical adequacy of 2-SCFG models would presum-

ably be lower with automatically-aligned texts and if

the study also included non-European languages. In

contrast, phrase-based systems can properly handle

inside-out alignments when used with a reasonably

large distortion limit, and all configurations in Fig. 1

are accounted for in our system. In our experiments,

we show that our discontinuous phrase-based sys-

tem outperforms Joshua (Li et al., 2009), a reimple-

mentation of Hiero, by 1.03 BLEU points and 1.19

TER points on average. A final compelling advan-

tage of our decoder is that it preserves the compu-

tational efficiency of Moses (i.e., time complexity is

linear when a distortion limit is used), while SCFG

decoders have a running time that is at least cubic

(Huang et al., 2005).

2 Discontinuous Phrase Extraction

In this section, we introduce the extraction of dis-

continuous phrases for phrase-based MT. We will

describe a decoder that can handle such phrases

in the next section. Formally, we define the dis-

continuous phrase-based translation problem as fol-

lows. We are given a source sentence f = fJ
1 =

f1, . . . , fj, . . . , fJ , which is to be translated into a

target sentence e = eI
1 = e1, . . . , ei, . . . , fI . Un-

like (Och and Ney, 2004), in this work, a sentence

pair may be segmented into phrases that are not con-

Hiero:

This work:

ne veux plus X  
je ne veux plus X 

do not want X anymore
I do not want X anymore

veux
ne ... plus

je ne ... plus

ne veux plus
je ne veux plus

veux ... jouer

do ... want
not ... anymore
I ... not ... anymore

do not want ... anymore
I do not want ... anymore

do ... want to play

je
ne

veux
plus

jouer

I
do
not
want
to
play
anymore

Figure 2: Due to hierarchical constraints, Hiero only ex-
tracts two discontinuous phrases from the alignment on
the left, but our system extracts 11 (only 6 are shown).

tinuous, so each phrase is characterized by a cover-

age set, i.e., a set of word indices. Assuming that

the sentence pair (f , e) is decomposed into K dis-

continuous phrases, we use s = (s1, . . . , sK) and

t = (t1, . . . , tK) to respectively represent the de-

composition of the source and target sentence into

K word subsets that are complementary and non-

overlapping. A pair of coverage sets (sk, tk) is said

to be consistent with the word alignment A if the

following condition holds:

�(i, j) � A : i � sk �� j � tk (1)

For continuous phrases, finding all phrase pairs

that satisfy this condition can be done in O(nm3)
time (Och and Ney, 2004), where n is the length of

the sentence and m is the maximum phrase length.

The set of discontinuous phrases is exponential in

the maximum span length, so phrase extraction must

be tailored to a specific text (e.g., a given test sen-

tence) for relatively large m values. Lopez (2007)

presents an efficient solution using suffix arrays for

finding all discontinuous phrases of the training data

that are relevant to a given test sentence or test set.

A complete overview of this technique is beyond

the scope of this paper, though we will mention

that it solves a phrase collocation problem by effi-

ciently identifying collocated continuous phrases of

the training data that also happen to be collocated in

the test sentence. While this technique was primar-

ily designed for extracting hierarchical phrases for

Hiero (Chiang, 2007), it can readily be applied to

the problem of finding all discontinuous phrases for

our phrase-based system. Indeed, the suffix-array

technique gives us for each input sentence a list of

relevant source coverage sets. For each such sk, we

can easily enumerate each tk satisfying Eq. 1. The
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ai

ak am

bj

bl bn

ai akbj

bl bnam

source: ai ckbj dl

bm apdn cttarget:

(iii)(ii)(i)

Figure 1: 2-SCFG systems such as Hiero are unable to in-
dependently generate translation units a, b, c, and d with
the following types of alignments: (i) inside-out (Wu,
1997); (ii) cross-serial DTU (Søgaard and Kuhn, 2009);
(iii) “bonbon” (Simard et al., 2005). Standard phrase-
based decoders cope with (i), but not (ii) and (iii). Our
phrase-based decoder handles all three cases.

Wu, 2009) has questioned the empirical adequacy of

2-SCFG systems, which are unable to perform any

of the transformations shown in Fig. 1. For instance,

using manually-aligned bitexts for 12 European lan-

guages pairs, Søgaard and Kuhn found that inside-

out and cross-serial discontinuous translation units

(DTU) account for 1.6% (Danish-English) to 18.6%

(French-English) of all translation units. The em-

pirical adequacy of 2-SCFG models would presum-

ably be lower with automatically-aligned texts and if

the study also included non-European languages. In

contrast, phrase-based systems can properly handle

inside-out alignments when used with a reasonably

large distortion limit, and all configurations in Fig. 1

are accounted for in our system. In our experiments,

we show that our discontinuous phrase-based sys-

tem outperforms Joshua (Li et al., 2009), a reimple-

mentation of Hiero, by 1.03 BLEU points and 1.19

TER points on average. A final compelling advan-

tage of our decoder is that it preserves the compu-

tational efficiency of Moses (i.e., time complexity is

linear when a distortion limit is used), while SCFG

decoders have a running time that is at least cubic

(Huang et al., 2005).

2 Discontinuous Phrase Extraction

In this section, we introduce the extraction of dis-

continuous phrases for phrase-based MT. We will

describe a decoder that can handle such phrases

in the next section. Formally, we define the dis-

continuous phrase-based translation problem as fol-

lows. We are given a source sentence f = fJ
1 =

f1, . . . , fj, . . . , fJ , which is to be translated into a

target sentence e = eI
1 = e1, . . . , ei, . . . , fI . Un-

like (Och and Ney, 2004), in this work, a sentence

pair may be segmented into phrases that are not con-

Hiero:

This work:

ne veux plus X  
je ne veux plus X 

do not want X anymore
I do not want X anymore

veux
ne ... plus

je ne ... plus

ne veux plus
je ne veux plus

veux ... jouer

do ... want
not ... anymore
I ... not ... anymore

do not want ... anymore
I do not want ... anymore

do ... want to play

je
ne

veux
plus

jouer

I
do
not
want
to
play
anymore

Figure 2: Due to hierarchical constraints, Hiero only ex-
tracts two discontinuous phrases from the alignment on
the left, but our system extracts 11 (only 6 are shown).

tinuous, so each phrase is characterized by a cover-

age set, i.e., a set of word indices. Assuming that

the sentence pair (f , e) is decomposed into K dis-

continuous phrases, we use s = (s1, . . . , sK) and

t = (t1, . . . , tK) to respectively represent the de-

composition of the source and target sentence into

K word subsets that are complementary and non-

overlapping. A pair of coverage sets (sk, tk) is said

to be consistent with the word alignment A if the

following condition holds:

�(i, j) � A : i � sk �� j � tk (1)

For continuous phrases, finding all phrase pairs

that satisfy this condition can be done in O(nm3)
time (Och and Ney, 2004), where n is the length of

the sentence and m is the maximum phrase length.

The set of discontinuous phrases is exponential in

the maximum span length, so phrase extraction must

be tailored to a specific text (e.g., a given test sen-

tence) for relatively large m values. Lopez (2007)

presents an efficient solution using suffix arrays for

finding all discontinuous phrases of the training data

that are relevant to a given test sentence or test set.

A complete overview of this technique is beyond

the scope of this paper, though we will mention

that it solves a phrase collocation problem by effi-

ciently identifying collocated continuous phrases of

the training data that also happen to be collocated in

the test sentence. While this technique was primar-

ily designed for extracting hierarchical phrases for

Hiero (Chiang, 2007), it can readily be applied to

the problem of finding all discontinuous phrases for

our phrase-based system. Indeed, the suffix-array

technique gives us for each input sentence a list of

relevant source coverage sets. For each such sk, we

can easily enumerate each tk satisfying Eq. 1. The
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非階層的なデコーディング

• 基本的に句に基づくモデルのデコードと同じ

• gapがあったときに記憶:新しい句を導入する
か、gapで取り残された句を結合
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        

he said are to this

one access

make arrangements

he said are ... for this

visit

arrangements ... made

he said

oo-------
score = -1.3

are
for this | made

ooooo--oo
score = -4.8

arrangements
made

oo-----oo
score = -3.2

made
for this

ooooo--oo
score = -6.1

for this

ooooo--oo
score = -7.2

visit

ooooooooo
score = -8.5

source:

translation
options

(subset):

state
expansions:

* *

Figure 3: A particular decoder search path for the input shown at the top. Note that this example contains a cross-serial
DTU (which interleaves arrangements ... made with are ... for this), a structure Hiero can’t handle.

key difference between Hiero-style extraction and

our work is that Eq. 1 is the only constraint.1 Since

our decoder doesn’t impose hierarchical constraints,

we exploit all discontinuous phrase pairs consis-

tent with the word alignment, which often includes

sound translations not captured by Hiero (e.g., ne . . .

plus translating to not . . . anymore in Fig. 2).

3 Decoder

The core engine of our phrase-based system, Phrasal

(Cer et al., 2010), is a multi-stack decoder similar to

Moses (Koehn, 2004), which we extended to sup-

port variable-size gaps in the source and the target.

In Moses, partial translation hypotheses are arranged

into different stacks according to the total number of

input words they cover. At every translation step,

stacks are pruned using partial translation cost and a

lower bound on the estimated future cost. Pruning

is implemented using both threshold and histogram

pruning, and Moses allows for hypothesis recombi-

nation between hypotheses that are indistinguishable

according to the underlying models.

The key difference between Moses and our sys-

tem is that, in order to account for target disconti-

nuities, phrases that contains gaps in the target are

appended to a partial translation hypothesis in mul-

tiple steps. Specifically, each translation hypothesis

in our decoder is not only represented as a transla-

tion prefix and a coverage set as in Moses, but it also

contains a set of isolated phrases (shown in italic in

Fig. 3) that must be added to the translation at some

later time. For instance, the figure shows how the

1In order to keep the number of phrases manageable, we

additionally require that each (maximal) contiguous substring
of sk and tk be connected with at least one word alignment.

Beam search algorithm.

1 create initial hypothesis H�; add it to Sg
0

2 for j = 0 to J
3 if j > 0 then
4 for n = 1 to N
5 for each Hnew in consolidate(Hc

jn)
6 add Hnew to Sg

j

7 if j < J then
8 for n = 1 to N
9 Hold := Hg

jn

10 u := first uncovered source word of Hold

11 for m = u to u + distortionLimit
12 for each (sk, tk) in translation options(m)
13 if source sk does not overlap Hold then
14 Hnew :=combine(Hold, sk, tk)
15 add Hnew to Sc

j+l, where l = |sk|
16 return arg max(Sg

J )

Table 1: Discontinuous phrase-based MT.

phrase pair ( , arrangements ... made) is be-

ing added to a partial translation. The prefix (ar-

rangements) is immediately appended to form the

hypothesis (he said arrangements), and the isolated

phrase (made) is stored for later use.

A beam search algorithm for discontinuous

phrase-based MT is shown in Table 1. Pruning is

done implicitly in the table to avoid cluttering the

pseudo-code. The algorithm handles 2J + 1 stacks

Sg
0 , Sg

1 , . . . , Sg
J and Sc

1, . . . , S
c
J , where each stack

may contain up to N hypotheses Hj1, . . . ,HjN .

The main loop of the algorithm alternates two

stages: grow (lines 7–15) and consolidate (lines 3–

6).2 The grow stage is similar to standard phrase-

2The distinction between Sg
i and Sc

i stacks ensures that the

consolidate operation does not read and write hypotheses on the
same stack. While it may seem effective to store hypotheses in
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非同期的なモデル

• Mosesと同等、さらに階層的な素性を導入する
ことで向上

Featurizable
Last Translated Phrase Pair
Source and Target Alignments
Partial Translation
Source Sentence
Current Source Coverage
Pointer to Prior Featurizable

Table 1: Information passed to features in the form of a
Featurizable object for each translated phrase.

System Features MT06 (tune) MT03 MT05
Moses Moses 34.23 33.72 32.51
Phrasal Moses 34.25 33.72 32.49
Phrasal Default 35.02 34.98 33.21

Table 2: Comparison of two configurations of Phrasal
to Moses on Chinese-to-English. One Phrasal configura-
tion uses the standard Moses feature set for single factor
phrase-based translation with distance and phrase level
msd-bidirectional-fe reordering features. The other uses
the default configuration of Phrasal, which replaces the
phrase level msd-bidirectional-fe feature with a heirarchi-
cal reordering feature.

4 Features
The toolkit includes the basic eight phrase-based
translation features available in Moses as well as
Moses’ implementation of lexical reordering fea-
tures. In addition to the commonMoses features, we
also include innovative new features that improve
translation quality. One of these features is a hier-
archical generalization of the Moses lexical reorder-
ing model. Instead of just looking at the reorder-
ing relationship between individual phrases, the new
feature examines the reordering of blocks of ad-
jacent phrases (Galley and Manning, 2008) and im-
proves translation quality when the material being
reordered cannot be captured by single phrase. This
hierarchical lexicalized reordering model is used by
default in Phrasal and is responsible for the gains
shown in Table 2 using the default features.
To illustrate how Phrasal can effectively be used

to design rich feature sets, we present an overview
of various extensions that have been built upon the

sion still almost exactly replicates this implementation when
using only the baseline Moses features. To ensure this con-
figuration of the decoder is still competitive, we compared it
against the current Moses implementation (release 2009-04-
13) and found that the performance of the two systems is still
close. Tthe current Moses implementation obtains slightly
lower BLEU scores, respectively 33.98 and 32.39 on MT06 and
MT05.

Phrasal feature API. These extensions are currently
not included in the release:

Target Side Dependency Language Model The
n-gram language models that are traditionally used
to capture the syntax of the target language do a
poor job of modeling long distance syntactic rela-
tionships. For example, if there are a number of
intervening words between a verb and its subject,
n-gram language models will often not be of much
help in selecting the verb form that agrees with the
subject. The target side dependency language model
feature captures these long distance relationships by
providing a dependency score for the target transla-
tions produced by the decoder. This is done using
an efficient quadratic time algorithm that operates
within the main decoding loop rather than in a sepa-
rate reranking stage (Galley and Manning, 2009).

Discriminative Distortion The standard distor-
tion cost model used in phrase-based MT systems
such as Moses has two problems. First, it does not
estimate the future cost of known required moves,
thus increasing search errors. Second, the model pe-
nalizes distortion linearly, even when appropriate re-
orderings are performed. To address these problems,
we used the Phrasal feature API to design a new
discriminative distortion model that predicts word
movement during translation and that estimates fu-
ture cost. These extensions allow us to triple the
distortion limit and provide a statistically significant
improvement over the baseline (Green et al., 2010).

Discriminative Reordering with Chinese Gram-
matical Relations During translation, a source
sentence can be more accurately reordered if the
system knows something about the syntactic rela-
tionship between the words in the phrases being re-
ordered. The discriminative reordering with Chinese
grammatical relations feature examines the path be-
tween words in a source-side dependency tree and
uses it to evaluate the appropriateness of candidate
phrase reorderings (Chang et al., 2009).

5 Other components

Training DecodingModels The package includes
a comprehensive toolset for training decoding mod-
els. It supports MERT training using coordinate de-
scent, Powell’s method, line search along random
search directions, and downhill Simplex. In addi-
tion to the BLEU metric, models can be trained

11
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MT06 — segment 1589

Reference: Under such cir-
cumstances, when the right
of existence was deprived,

the only way remaining was
to overthrow the existing

dynasty by force and try to
replace it.

Joshua: Under such cir-
cumstances, when life be
deprived, can only resort to

violence to overthrow the
current dynasty, trying to re-

place,

Moses: Under such circum-
stances, when the right was
deprived of, can only adopt

the means of violence, in
an attempt to overthrow the

present dynasty replaced,

This work: Under such cir-
cumstances, when he was de-
prived of the right to life, it

can only resort to violence in
an attempt to overthrow the

current dynasty replaced,

in this kind case when life right was deprive when only can use violence of means

, , ...

under such circumstances , when he was deprived of the right to life , it can only resort to violence ...

MT06 — segment 1044

Reference: CCP organi-
zation ministry demands

to further enlarge strength
of supervision of leading

cadres and cadre selection
and appointment

Joshua: Department de-
mands further intensify su-

pervision over the work
of selecting and appointing

leading cadres, and inten-
sify

Moses: The central organi-
zation department, called on

leading cadres, further in-
crease the intensity of super-

vision over work of selecting
and appointing cadres.

This work: The central orga-
nization department has called

for further increase the inten-
sity of supervision of leading

cadres and the work of select-
ing and appointing cadres.

CCP request further increase to leading cadres and cadre selection appointment work of supervision intensity

the central organization department has called for further increase the intensity of supervision of leading cadres and ... ...

MT06 — segment 559

Reference: The government

will take all possible mea-
sures to prevent similar inci-
dents from happening in the

future.

Joshua: Government will

take all measures to prevent
the re-occurrence of similar
incidents in the future.

Moses: The government will

take all measures to prevent
the occurrence of similar inci-
dents in the future.

This work: The government

will take all measures to pre-
vent similar incidents from
happening again in the future.

government will take all measure to prevent future again happen similar of incidents

the government will take all measures to prevent similar incidents from happening again in the future .

MT06 — segment 769

Reference: He also said that
the arrangements are being

made now for the visits.

Joshua: He also said that
now is making arrange-

ments for this visit.

Moses: He also said that the
current visit is to make ar-

rangements.

This work: He also said that
the current arrangements are

made for the visit.

he also said now are for this one visit make arrangements

he also said that the current arrangements are made for the visit .

Figure 5: Actual translations produced by Joshua, Moses, and our system. For our system, we also display phrase
alignments, including discontinuous phrase alignments. Results for these three systems here are displayed in rows 2,
4, and 8 of Table 2. The thick blue arrows represent alignments between discontinuous phrases, while red segmented
arrows align continuous phrases.

971

(Galley and Manning, 2010)



まとめ

• 非同期なモデルに表現力の向上

• quasi-synchronous models

• non-synchronized models

• 今後の発展に期待
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内容
• 木構造に基づく機械翻訳
• 背景: CFG, hypergraph, deductive system

• 同期文脈自由文法 (synchronous-CFG)

• 同期文法: {string,tree}-to-{string,tree}

• 二言語の構文解析(biparsing)

• 同期から非同期
• 最適化
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他にも...
• 同期木接合文法(Tree Adjoining Grammars)

• 置換以外に、挿入を許す文法(DeNeefe and Knight, 

2009; Liu et al., 2011)

• 依存構造解析に基づく機械翻訳(Alshawi et al., 2000; Ding 

and Palmer, 2005; Quirk et al., 2005)

• 基本的に、STAG(あるいは、STSG)と同じ

• (重み付き)有限状態木トランスデューサ(Finite State Tree 

Transducer) (Knight and Graehl, 2005; Graehl et al., 2008)

• 正規文法におけるFSTのように、正規木文法におけ
るFSTT(文字列へと投影した場合、文脈自由文法)
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内容
• 木構造に基づく機械翻訳
• 背景: CFG, hypergraph, deductive system

• 同期文脈自由文法 (synchronous-CFG)

• 同期文法: {string,tree}-to-{string,tree}

• 二言語の構文解析(biparsing)

• 同期から非同期
• 最適化
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Tuning

• エラー最小化 (Och, 2003)

• MaxEnt (Och and Ney, 2002)

• マージン最大化 (Watanabe et al., 2007; Chiang et al., 

2008; Hopkins and May, 2011)

• リスク最小化(Smith and Eisner, 2006; Li and Eisner 2009)

• 期待BLEU最大化(Pauls et al., 2009; Rosti et al., 2010; 

Rosti et al., 2011)

ê = argmax
e

exp
�
w� · h(e, �, f)

�
�

e�,�� exp (w� · h(e�, ��, f))

= argmax
e

w� · h(e, �, f)
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Maximum Entropy

• negative conditional log-likelihoodを最小化(Och 

and Ney, 2002) 

• GENからロス最小なORACLEの集合を求める

• 標準的な最適化アルゴリズム: LBFGS、SGD

• 様々な素性を導入可能
162

ŵ = argmin
w

λ

2
‖w‖2 −

S∑

s=1

log

∑

e∗∈ORACLE(fs)

exp
(
w" · h(e∗, fs)

)

∑

e′∈GEN(fs)

exp
(
w" · h(e′, fs)

)



Why Not MaxEnt?

• BLEUによるORACLEを選択していない(Och and Ney, 

2002): 逆にこれが難しい(コーパス単位+BP問題)

• summation問題: n-best結合による近似をしているが、本
当に正しい和集合ではない(と思う)

Table 3: Effect of different error criteria used in training on the test corpus. Note that better results corre-
spond to larger BLEU and NIST scores and to smaller error rates. Italic numbers refer to results for which
the difference to the best result (indicated in bold) is not statistically significant.

error criterion used in training mWER [%] mPER [%] BLEU [%] NIST # words
confidence intervals +/- 2.7 +/- 1.9 +/- 0.8 +/- 0.12 -

MMI 68.0 51.0 11.3 5.76 21933
mWER 68.3 50.2 13.5 6.28 22914

smoothed-mWER 68.2 50.2 13.2 6.27 22902
mPER 70.2 49.8 15.2 6.71 24399

smoothed-mPER 70.0 49.7 15.2 6.69 24198
BLEU 76.1 53.2 17.2 6.66 28002
NIST 73.3 51.5 16.4 6.80 26602

recognition community (Duda and Hart, 1973;
Juang et al., 1995; Schlüter and Ney, 2001).
Paciorek and Rosenfeld (2000) use minimum clas-
sification error training for optimizing parameters
of a whole-sentence maximum entropy language
model.
A technically very different approach that has a

similar goal is the minimum Bayes risk approach, in
which an optimal decision rule with respect to an
application specific risk/loss function is used, which
will normally differ from Eq. 3. The loss function is
either identical or closely related to the final evalua-
tion criterion. In contrast to the approach presented
in this paper, the training criterion and the statisti-
cal models used remain unchanged in the minimum
Bayes risk approach. In the field of natural language
processing this approach has been applied for exam-
ple in parsing (Goodman, 1996) and word alignment
(Kumar and Byrne, 2002).

9 Conclusions

We presented alternative training criteria for log-
linear statistical machine translation models which
are directly related to translation quality: an un-
smoothed error count and a smoothed error count
on a development corpus. For the unsmoothed er-
ror count, we presented a new line optimization al-
gorithm which can efficiently find the optimal solu-
tion along a line. We showed that this approach ob-
tains significantly better results than using the MMI
training criterion (with our method to define pseudo-
references) and that optimizing error rate as part of
the training criterion helps to obtain better error rate

on unseen test data. As a result, we expect that ac-
tual ’true’ translation quality is improved, as previ-
ous work has shown that for some evaluation cri-
teria there is a correlation with human subjective
evaluation of fluency and adequacy (Papineni et al.,
2001; Doddington, 2002). However, the different
evaluation criteria yield quite different results on our
Chinese–English translation task and therefore we
expect that not all of them correlate equally well to
human translation quality.
The following important questions should be an-

swered in the future:

How many parameters can be reliably esti-
mated using unsmoothed minimum error rate
criteria using a given development corpus size?
We expect that directly optimizing error rate for
many more parameters would lead to serious
overfitting problems. Is it possible to optimize
more parameters using the smoothed error rate
criterion?

Which error rate should be optimized during
training? This relates to the important question
of which automatic evaluation measure is opti-
mally correlated to human assessment of trans-
lation quality.

Note, that this approach can be applied to any
evaluation criterion. Hence, if an improved auto-
matic evaluation criterion is developed that has an
even better correlation with human judgments than
BLEU and NIST, we can plug this alternative cri-
terion directly into the training procedure and opti-
mize the model parameters for it. This means that
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全ての導出

• Blunsom et al. (2008):森から計算、正解の導出を
一つにせず、複数の導出に対して最適化

• ただし、正解は翻訳が参照訳とマッチしたも
ののみ 164

Grammar Rules ML MAP
(�2 =�) (�2 = 1)

�X���carte, map� 1.0 0.5
�X���carte, notice� 0.0 0.5
�X���sur, on� 1.0 1.0
�X���la, the� 1.0 1.0
�X���table, table� 1.0 0.5
�X���table, chart� 0.0 0.5
�X���carte sur, notice on� 1.0 0.5
�X���carte sur, map on� 0.0 0.5
�X���sur la, on the� 1.0 1.0
�X���la table, the table� 0.0 0.5
�X���la table, the chart� 1.0 0.5
Training data:

carte sur la table� map on the table
carte sur la table� notice on the chart

Table 2. Comparison of the susceptibility to degenerate
solutions for a ML and MAP optimised model, using a sim-
ple grammar with one parameter per rule and a monotone
glue rule: �X� � �X 1 X 2 , X 1 X 2 �

teriori model avoids such solutions.
This is illustrated in Table 2, which shows the

conditional probabilities for rules, obtained by lo-
cally normalising the rule feature weights for a sim-
ple grammar extracted from the ambiguous pair of
sentences presented in DeNero et al. (2006). The
first column of conditional probabilities corresponds
to a maximum likelihood estimate, i.e., without reg-
ularisation. As expected, the model finds a degener-
ate solution in which overlapping rules are exploited
in order to minimise the entropy of the rule trans-
lation distributions. The second column shows the
solution found by our model when regularised by a
Gaussian prior with unit variance. Here we see that
the model finds the desired solution in which the true
ambiguity of the translation rules is preserved. The
intuition is that in order to find a degenerate solu-
tion, dispreferred rules must be given large negative
weights. However the prior penalises large weights,
and therefore the best strategy for the regularised
model is to evenly distribute probability mass.

Translation comparison Having demonstrated
that accounting for derivational ambiguity leads to
improvements for our discriminative model, we now
place the performance of our system in the context
of the standard approach to hierarchical translation.
To do this we use our own implementation of Hiero
(Chiang, 2007), with the same grammar but with the
traditional generative feature set trained in a linear
model with minimum BLEU training. The feature
set includes: a trigram language model (lm) trained

System Test (BLEU)
Discriminative max-derivation 25.78
Hiero (pd, gr, rc, wc) 26.48
Discriminative max-translation 27.72
Hiero (pd, pr, plex

d , plex
r , gr, rc, wc) 28.14

Hiero (pd, pr, plex
d , plex

r , gr, rc, wc, lm) 32.00

Table 3. Test set performance compared with a standard
Hiero system

on the English side of the unfiltered Europarl corpus;
direct and reverse translation scores estimated as rel-
ative frequencies (pd, pr); lexical translation scores
(plex

d , plex
r ), a binary flag for the glue rule which al-

lows the model to (dis)favour monotone translation
(gr); and rule and target word counts (rc, wc).

Table 3 shows the results of our system on the
test set. Firstly we show the relative scores of our
model against Hiero without using reverse transla-
tion or lexical features.7 This allows us to directly
study the differences between the two translation
models without the added complication of the other
features. As well as both modelling the same dis-
tribution, when our model is trained with a single
parameter per-rule these systems have the same pa-
rameter space, differing only in the manner of esti-
mation.

Additionally we show the scores achieved by
MERT training the full set of features for Hiero, with
and without a language model.8 We provide these
results for reference. To compare our model directly
with these systems we would need to incorporate ad-
ditional features and a language model, work which
we have left for a later date.

The relative scores confirm that our model, with
its minimalist feature set, achieves comparable per-
formance to the standard feature set without the lan-
guage model. This is encouraging as our model was
trained to optimise likelihood rather than BLEU, yet
it is still competitive on that metric. As expected,
the language model makes a significant difference to
BLEU, however we believe that this effect is orthog-
onal to the choice of base translation model, thus we
would expect a similar gain when integrating a lan-
guage model into the discriminative system.

An informal comparison of the outputs on the de-
velopment set, presented in Table 4, suggests that the

7Although the most direct comparison for the discriminative
model would be with pd model alone, omitting the gr, rc and
wc features and MERT training produces poor translations.

8Hiero (pd, pr, p
lex
d , plex

r , gr, rc, wc, lm) represents state-
of-the-art performance on this training/testing set.
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Large Margin

• 構造を出力とする学習(Structured Output learning)

• 元々、e’ やe*を列挙することはほぼ不可能

• n-best 結合による近似、あるいは、オンライン
学習による近似
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Online Learning

• Averaged perceptron (Liang et al., 2006)

• オンラインで学習:毎回デコード+更新

Require: {(fs, es)}S
s=1

1: w1 = {0}
2: t = 1
3: for 1...N do
4: s � random(1, S)
5: ê � GEN(fs,wt�1)
6: if l(ê, es) � 0 then
7: wt+1 = wt + h(es, fs) � h(ê, fs)
8: t = t + 1
9: end if

10: end for
11: return wt or 1

N

�N
i=1 wj
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Online Large Margin

• MIRA(Crammer et al., 2006)による更新
(Watanabe et al., 2007; Chiang et al., 2008)

• では、どうやってBLEUを計算するか?
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BLEUの近似

• 今までの各文に対するBLEUの統計量を保存(1-

bestあるいはoracle)

• 新しいn-bestによる更新 (Watanabe et al., 2007)
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減衰によるBLEUの近似

• sentence-BLEUに対して、今までのBLUEの履歴(×0.9)

を加える(Chiang et al., 2008)

• エラーを含めたargmax 169

b � 0.9 � (b + c(e))

l � 0.9 � (l + |f |)

B(e) = (l + |f |) � Bleu(b + c(e))

ês = argmax
e

�B(e) + ŵ · h(e, fs)
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e
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Results

• + feature engineeringにより、MERTの
ベースラインより統計的に優位な向上

System Training Features # Tune Test
Hiero MERT baseline 11 35.4 36.1

MIRA syntax, distortion 56 35.9 36.9⇤

syntax, distortion, discount 61 36.6 37.3⇤⇤

all source-side, discount 10990 38.4 37.6⇤⇤

Syntax MERT baseline 25 38.6 39.5
MIRA baseline 25 38.5 39.8⇤

overlap 132 38.7 39.9⇤

node count 136 38.7 40.0⇤⇤

all target-side, discount 283 39.6 40.6⇤⇤

Table 1: Adding new features with MIRA significantly improves translation accuracy. Scores are case-insensitive IBM
Bleu scores. ⇤ or ⇤⇤ = significantly better than MERT baseline (p < 0.05 or 0.01, respectively).

the syntax-based system, we ran a reimplementation
of the Collins parser (Collins, 1997) on the English
half of the bitext to produce parse trees, then restruc-
tured and relabeled them as described in Section 3.2.
Syntax-based rule extraction was performed on a 65
million word subset of the training data. For Hiero,
rules with up to two nonterminals were extracted
from a 38 million word subset and phrasal rules were
extracted from the remainder of the training data.

We trained three 5-gram language models: one on
the English half of the bitext, used by both systems,
one on one billion words of English, used by the
syntax-based system, and one on two billion words
of English, used by Hiero. Modified Kneser-Ney
smoothing (Chen and Goodman, 1998) was applied
to all language models. The language models are
represented using randomized data structures simi-
lar to those of Talbot et al. (2007).

Our tuning set (2010 sentences) and test set (1994
sentences) were drawn from newswire data from the
NIST 2004 and 2005 evaluations and the GALE pro-
gram (with no overlap at either the segment or doc-
ument level). For the source-side syntax features,
we used the Berkeley parser (Petrov et al., 2006) to
parse the Chinese side of both sets.

We implemented the source-side context features
for Hiero and the target-side syntax features for the
syntax-based system, and the discount features for
both. We then ran MIRA on the tuning set with 20
parallel learners for Hiero and 73 parallel learners
for the syntax-based system. We chose a stopping it-
eration based on the Bleu score on the tuning set,
and used the averaged feature weights from all iter-

Syntax-based Hiero
count weight count weight
1 +1.28 1 +2.23
2 +0.35 2 +0.77
3–5 �0.73 3 +0.54
6–10 �0.64 4 +0.29

5+ �0.02

Table 2: Weights learned for discount features. Nega-
tive weights indicate bonuses; positive weights indicate
penalties.

ations of all learners to decode the test set.
The results (Table 1) show significant improve-

ments in both systems (p < 0.01) over already very
strong MERT baselines. Adding the source-side and
discount features to Hiero yields a +1.5 Bleu im-
provement, and adding the target-side syntax and
discount features to the syntax-based system yields a
+1.1 Bleu improvement. The results also show that
for Hiero, the various classes of features contributed
roughly equally; for the syntax-based system, we see
that two of the feature classes make small contribu-
tions but time constraints unfortunately did not per-
mit isolated testing of all feature classes.

6 Analysis

How did the various new features improve the trans-
lation quality of our two systems? We begin by ex-
amining the discount features. For these features,
we used slightly di↵erent schemes for the two sys-
tems, shown in Table 2 with their learned feature
weights. We see in both cases that one-count rules
are strongly penalized, as expected.
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Ranking Approach

• n-best結合による近似(Hopkins and May, 2011)

• ペア単位の比較(sentence-BLEU)+サンプリング

• 普通の二値分類器(ここでは、logistic-loss) + 前のパ
ラメータとの線形結合 171

� log
�
1 + exp(�w� · �he��

s ,e�
s
)
�

� ��s,e��
s ,e�

s

e��
s , e�

s � GEN(fs)

�(e�
s, e

��
s ) > 0

�he��
s ,e�

s
= h(e��

s , fs) � h(e�
s, fs)
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Results

• MERTやMIRAとほぼ同様の結果 (でもMoses

の実装では...)
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Figure 5: Comparison of MERT, PRO, and MIRA on tuning Urdu-English SBMT systems, and test results at every
iteration. PRO performs comparably to MERT and MIRA.

We used the following feature classes in PBMT
extended scenarios only:

• Unigram word pair features for the 80 most fre-
quent words in both languages plus tokens for
unaligned and all other words (cf. Watanabe et
al. (2007), Section 3.2.1)11

• Source, target, and joint phrase length fea-
tures from 1 to 7, e.g. “tgt=4”, “src=2”, and
“src/tgt=2,4”

The feature classes and number of features used
within those classes for each language pair are sum-
marized in Table 3.

5.4 Tuning settings
Each of the three approaches we compare in this
study has various details associated with it that may
prove useful to those wishing to reproduce our re-
sults. We list choices made for the various tuning
methods here, and note that all our decisions were
made in keeping with best practices for each algo-
rithm.

5.4.1 MERT
We used David Chiang’s CMERT implementation

of MERT that is available with the Moses system
(Koehn et al., 2007). We ran MERT for up to 30 it-
erations, using k = 1500, and stopping early when

11This constitutes 6,723 features in principle (822 � 1 since
“unaligned-unaligned” is not considered) but in practice far
fewer co-occurrences were seen. Table 3 shows the number of
actual unigram word pair features observed in data.

the accumulated k-best list does not change in an it-
eration. In every tuning iteration we ran MERT once
with weights initialized to the last iteration’s chosen
weight set and 19 times with random weights, and
chose the the best of the 20 ending points according
to G on the development set. The G we optimize
is tokenized, lower-cased 4-gram BLEU (Papineni et
al., 2002).

5.4.2 MIRA
We for the most part follow the MIRA algorithm

for machine translation as described by Chiang et al.
(2009)12 but instead of using the 10-best of each of
the best hw, hw +g, and hw-g, we use the 30-best
according to hw.13 We use the same sentence-level
BLEU calculated in the context of previous 1-best
translations as Chiang et al. (2008b; 2009). We ran
MIRA for 30 iterations.

5.4.3 PRO
We used the MegaM classifier and sampled as de-

scribed in Section 4.2. As previously noted, we used
BLEU+1 (Lin and Och, 2004) for g. MegaM was
easy to set up and ran fairly quickly, however any
linear binary classifier that operates on real-valued
features can be used, and in fact we obtained simi-

12and acknowledge the use of David Chiang’s code
13This is a more realistic scenario for would-be implementers

of MIRA, as obtaining the so-called “hope” and “fear” transla-
tions from the lattice or forest is significantly more complicated
than simply obtaining a k-best list. Other tests comparing these
methods have shown between 0.1 to 0.3 BLEU drop using 30-
best hw on Chinese-English (Wang, 2011).
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リスク最小化

• γによるスムージング、エントロピーH(.)による
正則化 、温度Tによる冷却(Smith and Eisner, 2006)

• ロスの計算?: BLEUはnon-linear

min
γ,w

Epγ,w [!(es)]− T ·H(pγ,w)

Ep�,w [�(es)] =
�
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�

i
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ティラー展開による近似

• ngramのカウント(cn)の更新(c’n)によるBleuへの貢
献を近似(Tromble et al., 2008)

• Smith and Eisner (2006)ではBleuそのものを近似

log Bleu� � log Bleu �
4�

n=0

(c�
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Results

• MERTとほぼ同様な結果

• hypergraphで計算することにより向上

7.4 Experimental Results
7.4.1 Experimental Setup
We built a translation model on a corpus for
IWSLT 2005 Chinese-to-English translation task
(Eck and Hori, 2005), which consists of 40k pairs
of sentences. We used a 5-gram language model
with modified Kneser-Ney smoothing, trained on
the bitext’s English using SRILM (Stolcke, 2002).

7.4.2 Tuning a Small Number of Features
We first investigate how minimum-risk training
(MR), with and without deterministic annealing
(DA), performs compared to regular MERT. MR
without DA just fixes T = 0 and � = 1 in (14).
All MR or MR+DA uses an approximated BLEU
(Tromble et al., 2008) (for training only), while
MERT uses the exact corpus BLEU in training.

The first five rows in Table 5 present the results
by tuning the weights of five features (✓ 2 R5). We
observe that MR or MR+DA performs worse than
MERT on the dev set. This may be mainly because
MR or MR+DA uses an approximated BLEU while
MERT doesn’t. On the test set, MR or MR+DA
on an n-best list is comparable to MERT. But our
new approach, MR or MR+DA on a hypergraph,
does consistently better (statistically significant)
than MERT, despite approximating BLEU.17

Did DA help? For both n-best and hypergraph,
MR+DA did obtain a better BLEU score than plain
MR on the dev set.18 This shows that DA helps
with the local minimum problem, as hoped. How-
ever, DA’s improvement on the dev set did not
transfer to the test set.

7.4.3 Tuning a Large Number of Features
MR (with or without DA) is scalable to tune a
large number of features, while MERT is not. To
achieve competitive performance, we adopt a for-
est reranking approach (Li and Khudanpur, 2009;
Huang, 2008). Specifically, our training has two
stages. In the first stage, we train a baseline system
as usual. We also find the optimal feature weights
for the five features mentioned before, using the
method of MR+DA operating on a hypergraph. In
the second stage, we generate a hypergraph for
each sentence in the training data (which consists
of about 40k sentence pairs), using the baseline

17Pauls et al. (2009) concurrently observed a similar pat-
tern (i.e., MR performs worse than MERT on the dev set, but
performs better on a test set).

18We also verified that MR+DA found a better objective
value (i.e., expected loss on the dev set) than MR.

Training scheme dev test
MERT (Nbest, small) 42.6 47.7
MR (Nbest, small) 40.8 47.7
MR+DA (Nbest, small) 41.6 47.8

NEW! MR (hypergraph, small) 41.3 48.4
NEW! MR+DA (hypergraph, small) 41.9 48.3
NEW! MR (hypergraph, large) 42.3 48.7
Table 5: BLEU scores on the Dev and test sets under different
training scenarios. In the “small” model, five features (i.e.,
one for the language model, three for the translation model,
and one for word penalty) are tuned. In the “large” model,
21k additional unigram and bigram features are used.

system. In this stage, we add 21k additional uni-
gram and bigram target-side language model fea-
tures (cf. Li and Khudanpur (2008)). For example,
a specific bigram “the cat” can be a feature. Note
that the total score by the baseline system is also
a feature in the second-stage model. With these
features and the 40k hypergraphs, we run the MR
training to obtain the optimal weights.

During test time, a similar procedure is fol-
lowed. For a given test sentence, the baseline sys-
tem first generates a hypergraph, and then the hy-
pergraph is reranked by the second-stage model.
The last row in Table 5 reports the BLEU scores.
Clearly, adding more features improves (statisti-
cally significant) the case with only five features.
We plan to incorporate more informative features
described by Chiang et al. (2009).19

8 Conclusions

We presented first-order expectation semirings
and inside-outside computation in more detail
than (Eisner, 2002), and developed extensions to
higher-order expectation semirings. This enables
efficient computation of many interesting quanti-
ties over the exponentially many derivations en-
coded in a hypergraph: second derivatives (Hes-
sians), expectations of products (covariances), and
expectations such as risk and entropy along with
their derivatives. To our knowledge, algorithms
for these problems have not been presented before.

Our approach is theoretically elegant, like other
work in this vein (Goodman, 1999; Lopez, 2009;
Gimpel and Smith, 2009). We used it practically to
enable a new form of minimum-risk training that
improved Chinese-English MT by 1.0 BLEU point.
Our implementation will be released within the
open-source MT toolkit Joshua (Li et al., 2009a).

19Their MIRA training tries to favor a specific oracle
translation—indeed a specific tree—from the (pruned) hyper-
graph. MR does not commit to such an arbitrary choice.
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期待BLEU最大化

• 期待BLEUを直接最大化 (Pauls et al., 2009; Rosti et 

al., 2010; Rosti et al., 2011)

• ngram gnの期待値E[.]を元に計算

• Smith and Eisner (2006)のBLEU近似に近い
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BPはどうする?

• matlabで色々試してたどり着いたらしい(Rosti et al., 

2010; Rosti et al., 2011)

• BPを無視する(Tromble et al., 2008)

• minを無視する(Pauls et al., 2009)
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clipはどうする?

• lattice/forestの計算で使用(Rosti et al., 2011)

• 注意: Rosti et al. (2011) の式(15)にバグ
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Results

• システムコンビネーションおよびlattice

での期待値の計算(Rosti et al., 2011)

• 期待semiringによる効率のよい計算

tune cz-en de-en es-en fr-en
System TER BLEU TER BLEU TER BLEU TER BLEU
worst 66.03 18.09 69.03 16.28 60.56 21.02 62.75 21.83
best 53.75 28.36 58.39 24.28 50.26 30.55 50.48 30.87
latBLEU 53.99 29.25 56.70 26.49 48.34 34.55 48.90 33.90
nbExpBLEU 54.43 29.04 56.36 27.33 48.44 34.73 48.58 34.23
latExpBLEU 53.89 29.37 56.24 27.36 48.27 34.93 48.53 34.24

test cz-en de-en es-en fr-en
System TER BLEU TER BLEU TER BLEU TER BLEU
worst 65.35 17.69 69.03 15.83 61.22 19.79 62.36 21.36
best 52.21 29.54 58.00 24.16 50.15 30.14 50.15 30.32
latBLEU 52.80 29.89 55.87 26.22 48.29 33.91 48.51 32.93
nbExpBLEU 52.97 29.93 55.77 26.52 48.39 33.86 48.25 32.94
latExpBLEU 52.68 29.99 55.74 26.62 48.30 34.10 48.17 32.91

Table 1: Case insensitive TER and BLEU scores on newssyscombtune (tune) and newssyscombtest (test)
for combinations of outputs from four source languages. Three tuning methods were used: lattice BLEU (latBLEU),
N-best list based expected BLEU (nbExpBLEU), and lattice expected BLEU (latExpBLEU).

3.4 Entropy on a graph

Expanding the joint lattice to n-gram orders above
n = 2 is often impractical without pruning. If the
edge posteriors are not reliable, which is usually
the case for unoptimized weights, pruning might re-
move good quality paths from the graph. As a com-
promise, an incremental expansion strategy may be
adopted by first expanding and re-scoring the lattice
with a bi-gram, optimizing weights for xBLEU-2,
and then expanding and re-scoring the lattice with
a 5-gram. Pruning should be more reliable with the
edge posteriors computed using the tuned bi-gram
weights. A second set of weights may be tuned with
the 5-gram graph to maximize xBLEU-4.

When the bi-gram weights are tuned, it may be
beneficial to increase the edge score scaling factor
to focus the edge posteriors to the 1-best path. On
the other hand, a lower scaling factor may be bene-
ficial when tuning the 5-gram weights. Rosti et al.
(2010) determined the scaling factor automatically
by fixing the perplexity of the merged N -best lists
used in tuning. Similar strategy may be adopted in
incremental n-gram expansion of the lattices.

Entropy on a graph can also be computed using
the expectation semiring formalism (Li and Eisner,
2009) by defining sl = �pl, rl� where pl = e�sil and

rl = log pl. The entropy is given by:

Hi = log p(�0) �
r(�0)
p(�0)

(24)

where p(�0) and r(�0) extract the p and r elements
from the 2-tuple �0, respectively. The average target
entropy over all sentences was set manually to 3.0
in the experiments based on the tuning convergence
and size of the pruned 5-gram lattices.

4 Experimental Evaluation

System outputs for all language pairs with En-
glish as the target were combined (cz-en,
de-en, es-en, and fr-en). Unpruned English
bi-gram and 5-gram language model compo-
nents were trained using the WMT11 corpora:
EuroParl, GigaFrEn, UNDoc Es, UNDoc Fr,
NewsCommentary, News2007, News2008,
News2009, News2010, and News2011.
Additional six Gigaword v4 components in-
cluded: AFP, APW, XIN+CNA, LTW, NYT, and
Headlines+Datelines. The total number
of words used to train the LMs was about 6.4
billion. Interpolation weights for the sixteen
components were tuned to minimize perplexity on
the newstest2010-ref.en development set.
The modified Kneser-Ney smoothing (Chen and
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まとめ
• MERTが標準: 目的関数などを工夫すること
で他の最適化アルゴリズムを適用可能

• 根本的な問題

• BLEU(あるいはそれ以外の尺度)の近似

• n-best結合あるいはオンラインによる近似
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内容
• 木構造に基づく機械翻訳
• 背景: CFG, hypergraph, deductive system

• 同期文脈自由文法 (synchronous-CFG)

• 同期文法: {string,tree}-to-{string,tree}

• 二言語の構文解析(biparsing)

• 同期から非同期
• 最適化
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最後に



• pre-reordering: デコード前に並び替え: 統語論的構
造(Collins et al., 2005; Isozaki et al., 2010)、木構造
(Tromble and Eisner, 2009; DeNero and Uszkoreit, 
2011)

• 構文解析木による言語モデル(Shen et al., 2008; Mi 

and Liu, 2010; Shwartz et al., 2011)

• モデルコンビネーション(Lieu et al., 2009; DeNero 

et al., 2010)

他にも...
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• 機械翻訳は「応用分野」ではなく「基礎研究」

• SMTにより、問題分割が容易 

• 全体を把握した上で要素技術の研究開発
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